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Abstract

We presentthe designof a high performanceon-cip
pipelined asyntironous DRAM suitable for usein a mi-
croprocessorcace Althoughtraditional DRAMstructues
sufer fromlong accesdatencyandevenlonger cycletimes,
our designachievesa simulatedcore sub-nanoseconth-
tencyand a respectablecycle time of 4.8nsin a standad
0.25umlogic process. We also showhow the cycle time
penalty can be overcome by using pipelined interleaved
bankswith guasi-delayinsensitiveasyn&ironous control
circuits. We canthusapproadh the performanceof SRAM,
which is typically usedfor caches, while still benefitting
fromthe smallerareafootprint of DRAM.

1 Intr oduction

This paperexploresthe feasibility of usingon-chipdy-
namic randomaccessmemory (DRAM) as the basisfor
a fastcachein the contt of an asynchronougrocessar
DRAM haslong sufferedfrom the following two majoris-
sueswhich wetacklein this paper:

Long accesdatency: MostcommerciaDRAM designsn-
cur high initial latenciesto getthe first word out of mem-
ory. This mainly arisesdue to the very long bit lines
usedfor densityreasons. As pointedout by Poulton[1]
and Speck[2], short bit lines enablegreaterbit line volt-
agedifferencesaandthusfastersensingwith the useof sim-
pler senseamps,while still having a densityadvantageof
SRAMSs. Thus,our designutilizes a large numberof very
smallbanksof DRAM.

Long cycle times: Unlike SRAM, a DRAM'’s cycletime
for accesgo aparticularrow is sloverthantheaccesgime
[3], dueto the needfor a prechage, senseyesetcycle for
every accesgo arandomrow. In otherwords,a word can
be fetchedfrom memoryfairly quickly, but additionaltime
is neededor aresetandprechagecycleto completebefore
we canaccesshememoryagainfor anothedataword. The
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usualsolutionto this hasbeento usemultiple interleaved
banksso one cancontinuegettinga word from a different
bankwhile thepreviousbankis still resetting.However, this
resultsin timing behaior thatis dependendn the memory
accesgpatternwhich complicatesontroldesignin thesyn-
chronousworld. Indeed,pipelinedsynchronousnemories
usually run at the cycle time of an individual bank[4, 5].
However, an asynchonousnemory controller can be de-
signedfor the highestthroughputcasewhere successie
memoryaccesseget directedto differentbanks,yet still
handlethe slower accesgatternof consecutie accesseto
the samebankwithout any additionalcircuitry [6].

In this paper we presentthe designof a high perfor
mancepipelinedasynchonoumemoryutilizing mary small
banksof DRAM andatwo level bankingschemeSection2
describeghe memory core, while Section3 presentshe
asynchronougterfaceto the coreanda quasi-delaynsen-
sitive (QDI) bankingschemeWe presensimulationresults
in Sectiond andanarchitecturaktudyin Section5.

2 DRAM CoreDesign

In this sectionwe shav the corememorycell designand
associate@nalogsensingeircuitry.

2.1 Core Memory Cell

The simplestpossibleDRAM cell is the single transis-
tor cell shavn in Fig. 1. Althoughvery dense this design
hasa destructve read operationwhich meansthe sensing
circuitry mustdrive the bit lines with the readout valueto
refreshthe contents,thus slowing down the readand in-
creasingoower consumption We insteadusethe two tran-
sistor(2T) cell shavn in Fig. 2 which in additionto having
anon-destructie readalsohasa separateeadandwrite in-
terfaceto the storagenode,which malkesinterfacingto the
asynchronousircuitry easier

The 2T cell is a simplification of the standard3T cell
popularfor on-chip DRAM [7] that gives higher density
Duringawrite, we drive wbl with thedata,andthenraisewl
andallow thedatato bestoredonthestorenode.Thechage
is heldby acombinationof gateanddiffusioncapacitance.
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Figure 1. Onetransistor(1T) memorycell

Readinga value from the cell is slightly more com-
plicated than the write. The basic operationconsistsof
prechaging the readbit line (rbl) and allowing the read
transistorto turn on by pulling rl low. A logical onewill
startpulling rbl low, while alogical zerowill leavethevalue
of rbl unchangedWe allow this readoutphaseto continue
for a presetmaigin of time t,., duringwhich time a logical
onewill dropthevoltageonrbl to somelevel V... A readout
canbe completedsuccessfullypy comparingV,4; to some
referencevoltage Vs suchthat Vyq > Vyep > V, viaa
differential senseamplifier (which we will discussn more
detailshortly).

A refreshis accomplishedby doingareadontoaninter
nal bus,andthenawrite from this internalbus.
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o

Figure 2. Two transistor(2T)memorycell
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A DRAM with aone-bitwide datapathis formedby hav-
ing multiple memory cells attachedto the samereadand
write bit lines (rbl andwbl); this forms a bit line column
whereonly a singlememorycell maybeactivatedon a sin-
gle cycle. Arraying mary suchcolumnsmakesthe datap-
athwider, andforms rowswhich run perpendiculato the
columns.

Onecomplicationwith a 2T cell is the following: V.,
will not drop morethantwo n-transistorthresholdsbelow
the V44 duringtheread.Thereasorcanbeseerfrom Fig. 3,
wherean adjacentit in the samecolumnhasa onestored
(thushaving V44 — Vi, stored).If thereadbit line should
drop morethantwo thresholdsthis transistorwill turn on
andkeepthe bit line from falling further;in practice how-
ever, this mawgin is morethanadequatdor correctsensing
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Figure 3. Allowing rbl to dropbelow Vg — 2V; turnson
adjacennon-actvatedcellsstoringa “1”

2.2 SensingCir cuitry

We now describethe circuitry usedduringa readopera-
tion.

2.2.1 SenseAmplifier

Sensingthe differencebetweenthe read bit line and the
referencevoltagerequiresa circuit structurecalled a dif-
ferentialsenseamplifier, which cancornvert a differenceof
several hundredmillivolts into a full rail-to-rail transition.
Most DRAM macrosusesomeavhatcomplicatedsenseamp
structuresthat by necessitymustbe very tolerantto man-
ufacturingvariations: BecausamostDRAMSs are designed
with very long bit lines (spanningon the orderof hundreds
to thousand®f rows), the bit line changeghat needto be
sensedare very small. However, we will be using small
banksof 64 cells per bit line column, allowing us to use
very simplesenseampstructures.

The lower boundof two thresholddropson the bit line
someavhatconstrainour choiceof sense-amplifiebecause
mostdesignscoupletheir outputrails with their input rails.
Thus, arail-to-rail transitionon the outputsalsodrivesthe
input bit linesandallows, for instance refreshingthe con-
tentsof a DRAM cell with a destructve read(suchasa 1T
design). In our casewe decidedto usethe DCVSL sense
amplifier circuit [7] shavn in 4 which looks like a pair of
cross-coupledhverters. They have very high gain, andare
simple and also separatehe outputrails from the inputs.
We do needto make surethat both outputrails are equal-
izedimmediatelybeforewe turn on the sense-amplifievia
the SE signal; otherwisethe senseamplifier will transition
justbasedonthedifferencesn the outputrails.



2.2.2 Output Filter

During the timesthe senseamplifieris disabled,jts output
candrift to ary arbitraryvalue.Naturally, to maintainstabil-

ity andnon-interferencén a QDI circuit we needto ensure
thatbothrails appeato stayat their neutralvaluesat these
times. A standardilter circuit (usedin arbitercircuits) that
providesthis functionis shovn in Fig. 4; this circuit holds
its outputsat ground until their inputs have separatedy

morethanathresholdvoltage.
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Figure 4. SenseAmplifier (left), andOutputFilter (right)

2.3 Bit Line Column Organization

We now describehow all the componentircuitry was
put togetherto provide a practical DRAM bank. A block
diagramof a singlebit line columncontaining64 memory
cellsis shawvn in Fig. 5 (only oneDRAM cell in acolumn
is activatedduringareador write). Theindividual sections
referencedn thefigurearedetailedbelow:

A. Bit Line Prechage - Becausewe have a 2Vy, sense
maigin to work with, we use a referencevoltage of
(Vaa — Vi). Bothinputsto the senseamplifier are
prechaged via n-transistordo this level, and the bit
lines equalized. Then, the bit line itself is pulled up
usingaweakp-transistorhile thereadis takingplace,
allowing it to drift upto V44 if azerois beingread,or
be pulleddown closeto V4 — 2 V3, if aoneis being
read.

B. FoldedBit Line - We useafoldedbit line designwhich
reduceswvord line to bit line couplingnoiseby turning
it into a commonmodesignal at the senseamplifiet
A bit cell on anevenrow (addresse$,2,4,etc.) has
its readbit line connectedo rbl0 and odd rows are
connectedo rbl1.

C. Bit Line Equalization- Before the sensingoperation
starts,we needto equalizethe voltageson both rbl0
andrbll to ensurethat both senseampinputsstartat
thesamepoint.

D. SenseAmplifier OutputEqualization- Our choiceof
sensaamplifier dictatesthatwe mustequalizethe out-
putsof the senseamplifieraswell, sothatonly a dif-
ferentialinputwill switchthe senseamplifieroutputs.

E. Output SenseCorrection- Becauseof the folded bit
line design,accessingn odd row of the array neces-
sitatesflipping the dual-rail outputsof the readopera-
tion, which we achiese by usingpasstransistorogic.
Theflip signalcanthusbe generatedby thelow order
addresdit.

3 AsynchronousControl

Now we presentthe self-timedinterfaceto the DRAM
core,followed by the bankingcircuitry. Theasynchronous
designtechniquesve usegeneratecircuits that are quasi-
delay-insensitie(QDI) [8]. This circuit methodologyas-
sumesthat gates have arbitrary delay and only makes
relatively weak timing assumptionon the presenceof
isochronicforks. We usethe Martin synthesismethod[9]
thatwasusedsuccessfullyonthedesignof anasynchronous
MIPS R3000 (MiniMIPS [10]). This proposedon-chip
DRAM systemleveragesthe designof the busesusedin
theMiniMIPS SRAM cacheg[11].

3.1 Core CHP Representation

We would like to surroundthe previously describedana-
log DRAM corewith controlcircuitry aspresentedh Fig. 6.
Addr, Ctrl and Di are the input channelsto the core that
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Figure 6. Encapsulatinghe analogDRAM core with
controlcircuitry (refreshpathnot shovn)
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BDo

communicatehe row accesswumber thetype of operation
(read,write or refresh),andthe write datarespectrely. On
aread,outputchannelDo communicateshe storeddatato
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Figure 5. A bit line columnorganization

theervironment.BDi representthewrite bit linesandBDo
the dataoutputfrom theanalogcore.

The synthesismethod allows us describecircuits al-
gorithmically using CHP (CommunicatingHardware Pro-
cesses)whosesyntaxis describedn the Appendix. The
following CHP programdescribeghe simplestsetof oper
ationsexecutedby a coreDRAM bank:

core =
*[Addr?a, Ctrl?c;

decode(a, goR, goW),

[c =" read” — goR?T; BDo?d; Dold

[IC —n ’w'l"ite” — goWT, D'L?d; BDZ'd;

lc =" refresh” — goR?; BDo?d; RDo!d;

RDo?d; goW+; BDild

5
goR|, goW;
]

We have introducedhe channelRDoto representheinter-
nal refreshbus,andthe procesglecodewhich representhe
addresslecoderghatdrive theindividual readandwrite se-
lectsgoingto thecore. ThesignalsgoRandgoW aregener
atedinternally specificallyto supportthe refreshoperation,
which requiresthe addresglecodergo drive boththeread
andwrite linesduringa singlecycle.

We usea standargrechagefull bufferingtemplatesim-
ilar to thatusedin the MiniMIPS to implementthe control
circuitry. We use1-of-4 signallingon the addressus and
externally on the datainputs and outputs,while the inter-
nal datareadandwrite lines usedual-rail signalling. The
full detailsof the decompositiorcanbe foundin [12], and
a block diagramof the QDI circuitry canbe seenin Fig. 7.
TheblockslabelledC1throughC5representhecompletion
circuitry necessaryo acknavledgetransitionsn a QDI de-
sign. Thesecompletionblocks can consumea significant
layoutarea,soin ourfinal designwe make a few optimiza-
tionsto reducethecircuitry.

We notethatthe completionof theinput channeDi can
usethe outputcompletionsignalfrom the bus without vio-
lating QDI, a well known technique[13] that allows usto
remove C1. Next we considerthe outputstage— We have
onecompletionstage(C3) thatdirectly computeghevalid-
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Figure 7. Control Circuitry

ity and neutrality (reset)of the datacomingfrom the core
(afterthe sense-ampndfilter circuitry), andthuscannotbe
eliminated.We however notethatthevalidity andneutrality
checkcircuitry acrosshis dataconsistof a NOR gateper1-
of-2 bit, andthena tree of C-elementswhich takes mary
transitions.

We areleft with the two completionblocksC4 and C5,
that checkthe completionof the outputsof the split. How-
ever, theconditionalsplit itself takesonly two transitiongto
generateandis almostcertainlyguaranteetb completebe-
fore C3finishescomputingassumingve do notexcessvely
load the outputsof the split, andthe controlinputsarenot
delayed.Thus,we canusethe outputof C3 asour validity
signalfor signalingthe completionof the split output. With
carefulcircuit design this smallrelative timing assumption
betweengatesallows usto eliminatetwo extra completion
blocks,andthe optimizedblock diagramis shovnin Fig. 8.

We thus far have interfaced the analog mem-
ory core with self-timed circuitry that responds to
x[Addr?a, Ctrl?c; Dold]l, =*[Addr?a, Ctri?c, Din?d],
andx [Addr?a, Ctrl?c] correspondindo readswritesand
refreshes.
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Figure 8. DRAM Bankwith ReducecCompletionBlocks

3.2 Busesfor Interleaved Bank Access

We now presenthedesignof thebuseghatenablenter
leaved accesdo the memorybanks. Our bankingmethod
usesa two-level split andmeige in atreearchitecturewith
abranchingfactorof four, asshavnin Fig. 9.
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Figure 9. Bankingwith atwo level bus (16 banks)

3.2.1 Inner Bus Specification

Thenovel featureof thisbus,whichinterlearesfour DRAM
banks,is the incorporationof the refreshandalsoa simul-
taneousroadcasbf therefreshcommando all four banks.
Thisreduceghefrequeng of therefreshcommandonere-
freshperline perperiodyields1/64refresheperperiodver-

susl/256refreshesf eachbankwereseparatelyefreshed).

It alsohasthe practicaleffect of makingthe refreshinvis-

ible to the control at higherlevels of the bankingscheme.
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Figure 10. Decompositionof the inner bus to support
refresh

The CHP specificationfor this busis shavn below, and
ablock diagramis shown in Fig. 10:

SBUSO =
*[RCtrl?c;
[c =" refresh’ — < i:4: BCtrilille,
BAddr [bank]!Raddr? >
lelse — Addr?(bank, a);
BCtrl[bank]l'c, BAddr[bank]lla
1,
[c =" write’ — Di?d; BDi[bank]!d
lc='read — MCtrllbank
lc =' refresh’ — skip
]

]
MBUSO = *[MCtrl?bank; BDolbankl?d; Do!d]

We introducea new channelRCtrl that communicateshe
read/write/refresltontrol,andRaddrwhich communicates
theaddresgo berefreshedijf arefreshis pendingthenthe
busbroadcasttherefreshto all four banks,otherwiset ex-
ecutesanormalread/write.

1 Ctrl

] R Refresh
Timer [ & Refresh Address
Control Generator
RAddr
\ RCtrl

Figure 11. Decomposition of Refresh Control

The mostinterestingaspectof the inner bus is the im-
plementatiorof the refreshcontrol (channelRCtrl. A con-
ceptualdiagramof the decompositioris shavn in Fig. 11
with atimer processgontrol arbitratorandaddresgenera-
tor. Thetimer procesgyeneratea periodicsynchronization
requesbnchanneR. Therefreshcontrolarbitratesetween



this refreshrequestandthe externalread/writecontroland
providesthe requiredrefreshaddressvia a simple counter
incorporatedn therefreshaddresgeneratar

Generatinga correctrefreshsignalwith arelatively long
(onthe orderof milliseconds)periodcanbe complex in an
asynchronouslesign. We implementedthe R refreshre-
questwith the useof thefollowing two processes:

Src= *[ D! ]

|
Reqg= *[ D?; R!]

We implementthe requestline of D with a delay ele-
ment, and processReq interfaceswith a normal 4-phase
handshak& asshavn below:

*[[dil; dot; [—dil; rot; [ril; dol; rol; [ril]

The importantpoint to noteis that Reqwaits for both the
up goinganddown goingtransitionson di beforeinitiating
arequesbn R. The circuit implementingthis handsha&is
shavn in Fig. 12. Thenice partaboutthis circuit is thatwe
canusean arbitrary delayelementon di andnot affect the
restof the system. One could useinverterchains,or RC
delay elements althoughwe decidedto usea low power
CMOSdelayelementproposedy Kim etal[14].

Figure 12. Interfacing a delay line with a four-phase
handshak&

This refreshrequestchannelis thenfed into the control
arbitrationunit shovn in Fig. 13 (A full decompositiorcan
be foundin [12]). This circuit arbitratesbetweenthe ex-
ternalreador write (Ctrl) andthe refreshrequest(R), and
selectonevia the Ref channel. Thefollowing procesghen
providesthe controlto thebanks:

*[REF?r;
[r=1-— RCtrl! refresh’
Ir =0 — RCtrl!(Ctri?)
1]

Althoughthereis afinite probability of the refreshrequest
takingtoolongto resohe dueto metastabilityin thearbiter
having aretentiontime magin of millisecondsreduceghis
risk of failure.

Theremainingpartsof the buswereimplementedising
standardQDI prechage buffering pipelinestages.
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@ Refi

Ctrl.0
o [
R.i —

Ctrl.1
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Figure 13. RefreshSelectionwith Arbiter

3.2.2 Outer Bus Specification

The designof this bus looks exactly like the implementa-
tion of the inner bank, exceptwe have no refreshcontrol

circuitry. Becauseof this, we canobtaina slightly higher
throughput,even thoughwe areworking with a larger ad-

dressdatapath.The CHP specificatiorof this busis shavn

below, andwasimplementedisingthe samestyle of buffer-

ing stagesastheinnerbus:

SBUS1 = *[Ctrl?c, Addr?a;
[c =" write’ — Di?d; BDi[bank]!d
lc = read’ — MCtrl!bank
1]
MBUS1 = *[MCtri?bank; BDolbankl?d; Dold]

4 Simulation Results
4.1 Bank Operation

The core bank and asynchronousnterface layout was
doneusingMagic. Bankswith a fixed numberof 64 rows
andbit line widths (numberof columns)of 32,64, 128and
256 bits weredesignedyielding banksizesof 0.25,0.5, 1,
and2 Kbytesrespectrely.

The circuitsweresimulatedusingaspi ce with TSMC
0.25um CMOS procesgarameterat 25°C. A typical read
waveformfor asinglebankgatheredusingthe circuit simu-
latoris shovnin Fig. 14.

Figs. 15 and 16 shav the throughputandlateng varia-
tion basedon supplyvoltagefor abankcontaining64 rows
of 32 bits each.We shaw correctoperationfor supplyvolt-
agesdown to 1.7V (nominalfor our processs 2.5V).

The read lateny measuresthe time taken for a
prechagedbankto generatalatabits atthe outputafterthe
addressandreadcontrol signalsare presentedo the bank.
Thecycle time refersto thetime betweerconsecutie oper
ationsto the bank. We shav sub-nanosecongtadlatengy
at 2.5V for this bankstructurewhichis verylow compared
to otherembeddedRAM structures.The readcycle time
is very goodfor aDRAM structureat sub5nsaswell (with
thecompletioncircuitry occupying about25%of that),with
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Figure 14. Typical simulatedDRAM Readwaveform
typical cyclestimesin the 6nsrange[4]. At the nominal

2.5V, thereadpower consumptioris ontheorderof 11mw,
andthewrite power consumptioris onthe orderof 6mWw.
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Figure 15. 64x32DRAM bankread/writeoperatiorwith
varyingsupplyvoltage

4.2 ScalingTrends

Table 1 shaws the effectsof increasinghe width of the
bank datapathwhile keepingthe numberof rows fixed at
64 (to limit the capacitancen the bit lines), up to a bank
sizeof 2 Kbytes. Althoughwe only shov the readtiming
variation,thewrite andrefreshtimingsshow similartrends.
The lateng increasesare due to increasedRC delayson
the word lines, and the cycle time increasesoccur dueto
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Figure 16. 64x32DRAM bank refreshoperationwith
varyingsupplyvoltage

increasecompletionoverhead.
In terms of area, the layout for a 2KB bank is 48%

smallerthananequivalentSRAM memorybank(compared
aguinstthe MiniMIPS[11] cache).

4.3 RetentionTimes

The individual 2T cells weredesignedo have between
30 and 40fF of storagecapacitance A graphshawing the
estimatedetentiontimesfor amemorycellis shovnin Fig-
urel7. Weestimateabouta 1.5pA leakagecurrent[15, 12]
which givesusretentiontimeson theorderof milliseconds.

Retention Time vs. Leakage Current
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Figure 17. Log-log plot of projectedretentiontimesfor
the 2T cell in a 0.25; procesdor varying storagecapaci-
tance(Cs)



Bits/Row Read ReadCycle Area)?
(BankSize) | Lateng/(ns)  Time(ns) (Normalized)
32(256B) 0.94 4.78 4,528,811(1.0)
64 (512B) 1.18 5.64 7,445,7491.6)
128(1KB) 141 6.85 13,447,2252.9)
256(2KB) 1.86 8.63 25,265,8185.6)

Table 1. Spicesimulationresultsfor differentDRAM banksizes

4.4 Busperformance

The inner bus hasenoughbuffering (pipelining) to en-
able successie operationsto different banksto proceed
while the previous operationis still resetting.This enables
us to gain a throughputof slightly over 522MHz with an
accesyatternof consecutie reads/writeghat do not ac-
cessthe samebank, using a 32bit datapath. We predict
only slightperformanceits aswe scalethedatapathwider,
dueto the byte-slicedpipelinedvertical datapath.The two
transitionlateng throughthe split, and an equivalentde-
lay throughthe meige addsabout0.4nslateng. Thisinner
bus consume®neqgy at arateof 112mWduringreadsand
70mW during writes, and addslessthan 10% overheadto
thelayoutareaof 4 banks.

Spice simulationsfor the outer bus shav a throughput
of 551MHzduringcontinuougeadgo accesse® different
innerbuses,at 210mWpower. It writes at a throughputof
540MHzwith 180mW

5 Architectural Performance

We have performedasimplearchitecturabnalysigo val-
idatethe averagecaseperformancef the bankingscheme.
Consecutie accessedo the samebank will lead to the
memoryoperatingat the cycle time of anindividual bank,
somethingwe would like to avoid. In this section, we
presensomeresultsthatshaw thatthis worst-casescenario
is rareenoughduring standardoenchmarkgo ensurdlittle
performancelegradation.

We usedat om abinaryinstrumentatiorpackagedor the
Alphato look at memoryaccespatterndor somestandard
benchmarks Specifically we studiedthe spacingbetween
consecuiie accesset the samememorybankin termsof
numberof instructions,which givesus someidea, at least
in anin-orderissueprocessqrof theway afirst level cache
would be accessedFor this study we ran a subsetof the
SPEC2000int benchmarks (256. bzi p2, 252. eon,

176.gcc, 164.gzip, 181.ncf, 197.parser,
300. twol f, 175. vpr) usingthetraining setdataand
averagedacrosghem.

Theleastsignificantbits of thememoryaddressvasused
to selectthe bank. We vary the numberof banksusedand

keepthe bank size fixed at 1KB with 64 rows of 128 bit
lines. Theresultscanbe seenin Fig. 18 andFig. 19 for in-

structionand datamemoryrespectiely. For instructions,
with 16 banksthe occurrenceof consecutie accesses$o
the samebank were well under1%, while the datamem-
ory shows this worst-caseaccesspatternonly about 1%
of the time. This shows that we can hide the effects of
long DRAM cycle times by using asynchronou$panking
schemesndachieve excellentaveragecaseperformance.

iii Consecutive Accesses
One Inst. Apart

W Two Inst. Apart

= Three Inst. Apart

O Four Inst. Apart

Percentage of Inst Accesses to Same Bank / Total Instructions
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8 16
Number of banks (1KB each)

Figure 18. Instructionmemoryaccesgatterns

6 RelatedWork

Recentresearchinto embeddedRAM have mainly uti-
lized ASIC processeshat mege normal logic capability
with elementssuch as trench capacitorsfor embedding
memory In 2001, Tomishimaetal[16] demonstrated 4AMB
memorywith a datapathof 16bits. It had a burst access
cycle time of 4.3nswith an initial column accesdateng
of about10ns. Randomacces<ycle timeswere quotedat
17.5ns.Thesmallestactive bankhad8K rows of 16 bits; the
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Figure 19. Datamemoryaccesspatterns. Upper seg-
ments representstores, while lower segmentsrepresent
loads.

long bit lines probablyaccountfor their slow cycle times.
Morerecentlyin 2002,aDRAM wasdemonstratedt|BM
[17] with a6.6nsrandomaccesgycle time in 0.12umpro-
cess. This DRAM was organizedinto 1MB blocks with
sub-partitionsof 512 rows by 256 bits. Notice how the
shorteningof the bit lines almostdirectly correspondgo
thefastercycle times. Our designcomfortablyoutperforms
thesenumbersn a standardogic processalbeitat a lower
density(2x over SRAM versusAx for theIBM DRAM).

Thetrendtowardsusingmary bankswith shortbit lines
hasappearednostnotablyin the context of two recentde-
signs.MoSys(notto be confusedwith Mosis, the chip fab-
ricator) licenseswhatthey call 1T SRAM, which is just a
1T DRAM cell basednemorywith a SRAM cacheto hide
refreshes.They usethe sameTSMC 0.25um processwe
taiget, andachiere a 6ns(166Mhz) cycle time, with small
banksof 1024rows of 32 bits eachin their smallestconfig-
uration[5]. Ourmemorycorehasafastercycletime (under
5ns),andwe needminimal circuitry to hide the refreshex-
ternally,

The stateof the art in embeddeddRAM currentlylies
with anotherresearctprojectat IBM, which recently(sum-
mer 2002) announceda new architecturefor the 1T em-
beddedDRAM calleddestructve read[4. This novel de-
sign doesnot refreshthe contentsof the cells on a read;
insteadtheresultis savedin a SRAM memorythey call the
writebackbuffer (similar to the SRAM cachein the MoSys

design). The destructve readallows themto usea single-
endedlirectsensingschemeinsteadof adifferentialsense-
amp pair to refreshthe cell contents.This resultsin faster
sensingandsmallerbitline voltageswings. They alsoused
small banksof 256 rows by 128 bits. On a 0.13umASIC
procesghey wereableto achieve a cycle time of 2.9nsand
abouta 1.8nslateng in eachcorebank. Our corelateng
is shorter andalthoughour core cycle time is larger, with
ourbanledschemeve canachieve fasteraveragecasecycle
times.

Our designalsocomparedavorably with SRAM mem-
ories. The MiniMIPS QDI asynchronouSRAM cachehad
abouta 2nsbanklateny anda 5.7nscycle time for reads,
in a 0.6um processusing 64 rows of 48 bits. IBM’s Cu-
11 ASIC 0.13uprocesd18], which is typical of industry
offerings, provides a single-portedSRAM macrothat of-
fersal.2nslateny and1.25nscycle time for a 16KB bank
with width of 32bits. Although DRAM cannotcompete
with the corecycle time of SRAM, theinterleavred banking
caneffectively hidethis limiting factor andcombinedwith
thelow lateng approachof our design,makesthis DRAM
suitablefor on-chipmemorieswherefastaccesgsimesare
needed.

7 Summary

We have presentedhe designof DRAM memorycores
featuringsub-nanoseconidteng for a 4 byte datapath.In
addition, we shaw that long cycle times can be alleviated
throughthe useof a pipelinedmulti-level bankingscheme
thatcaninterleavre memoryaccesseto multiple banks.We
have presentedhe designof novel bus systemthat incor
porateghe refreshmechanismandhidesthe mostcumber
someaspecif usingDRAM, andthe memoryfor all pur-
posesappearsike SRAM externally Althoughthememory
timing is dependenbn the accesgattern,the useof QDI
asynchronouslesigntechniquesallows usto avoid adding
complity to dealwith thevariablelateng, andwe gettrue
averagecaseperformance.The useof suchan embedded
DRAM combinedwith asynchronoubgic shouldfacilitate
asimplemethodof increasingsizesof on-chipcachegiven
thefinite processodie spaceavailable.
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Summary of CHP Notation

The CHP notationwe useis basecon Hoares CSP[19].
full descriptionCHP and its semanticscan be found

in [9]. Whatfollows is a shortandinformal description.

Assignment:a := b. This statemenineans‘assign
thevalueof b to a.” We alsowrite a1 for a := true,
anda/ for a := false.

Selection:[G1 — S11 ... 0 Gn — Sn], whereGi's
areboolearexpressiongguards)andSi’s areprogram
parts. The executionof this commandcorresponds$o
waiting until oneof the guardsis true, andthenexe-
cuting one of the statementsvith a true guard. The
notation[G] is short-handor [G — skip], andde-
noteswaitingfor the predicate to becomerue. If the
guardsarenot mutually exclusive, we usethe vertical
bar“|” insteadof “[.”

Repetition: *x[G1 — S1 0 .. 1 Gn — Snl. The

execution of this commandcorrespondgo choosing
oneof the true guardsandexecutingthe correspond-
ing statement,repeatingthis until all guardsevalu-

ate to false. The notation *[S] is short-handfor

*[true — S].

Send: X !e meanssendthevalueof e over channelX.

Receve: Y 7v meangeceve avalueover channelY
andstoreit in variablewv.

Probe: The booleanexpressionX is true iff a com-
municationover channelX cancompletewithout sus-
pending.

SequentialComposition:S; T
ParallelComposition:S || T or S, T.

SimultaneousComposition: S e¢ T both S and T' are
communicatioractionsandthey completesimultane-
ously
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