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Summary. We present the optical principles of actual and projectetesys for optical data

storage like the CD (Compact Disc) , the DVD (Digital Vergaisc) and the blue light

DVR system. After a short historic overview, the initial ab&s with respect to optical read-
out method, light path and optical components are brieflievesd. We next consider in more
detail the radial tracking method applied in the DVD-systand the compatibility aspects
between the DVD- and CD-system. Throughout this chapterspedaally pay attention to

the modelling of the signal read-out in an optical disc ptayed we will describe methods to
efficiently calculate crucial parameters like signal jits@d cross-talk.
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1 Introduction

An extensive literature is available on optical data sterd8ecause of the multi-
disciplinary character of optical storage, the subjeatgesfrom optics, mechanics,
control theory, electronics, signal coding and cryptobsejo chemistry and solid-
state physics. Several books [2]-[9] have appeared thateaated to one or several
of the subjects mentioned above. This chapter will be lichttepurely optical as-
pects of the optical storage systems. In Section 2 of thiptelhave first present a
short historic overview of the research on optical discesyst that has led to the
former video disc system. In Section 3 we briefly review theeagal principles of
optical storage systems that have remained more or lessangel since the start
some thirty years ago. An interesting feature of the DVDieysis its standardised
radial tracking method that we will treat in some detail it 4. The appearance
of new generations with higher spatial density and storagacity has triggered so-
lutions for the backward compatibility of the new systems$hwihe existing ones.
In Section 5 we pay attention to these backward compatiljlibblems that are
mainly caused by the smaller cover layer thickness, thetshaavelength of the
laser source and the higher numerical aperture of the dlgeict the new gener-
ations. Finally, in Section 6 we indicate how an efficient relidg of the optical
read-out system can be done. Important features like thal @dss-talk and inter-
symbol interference can be studied with an advanced modbkkaddptical read-out
and the resulting signal jitter, an important quality fadtor a digital signal, is effi-
ciently obtained. A new approach is presented that can sjgeéte calculations so
that the modelling can really serve as an interactive to@mdptimizing the optical
read-out.

2 Historic overview of video and audio recording on optical
media

Optical data storage uses the principle of the point-byysmanning of an object to
extract the recorded information on the disc. In anothetednsuch an approach
was used in a somewhat primitive way in the ‘flying-spot’ filoaaner. This appa-
ratus was developed in the early fifties of the last centurgmé need was felt to
transform the pictorial information on film into electriégaformation to be recorded
on magnetic tape. The flying-spot in the film scanner was nbthwith the aid of

a cathode ray tube and its resolving power was adequatedaetiolution encoun-
tered on the standard cinema film format. In Fig.(1) the fowtensL, is shown
that produces the scanning spot on the film. The light is gértiransmitted and
diffracted by the information on the film surface and the detecollects the trans-
mitted light via the collecting leng.. The required resolution in the film plane was
of the order of 20 to 3(im and this was not an extreme demand neither for the elec-
tron optics nor for the ‘objective’ lenk,. The flying-spot scanner was not analysed
in depth for some time, it just functioned correctly for therppose it had been de-
veloped for and produced coloured images with the requikédeEolution.
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Fig. 1. Schematic lay-out of a flying-spot film scanning device.

In 1961 a patent was attributed to M. Minsky [10] where he dbss the principle
of a scanning microscope with a resolving power comparaittea standard micro-
scope. Minsky even proposed to use several scanning spedsdltel, thus realising
a large-field scanning . The practical use of his (confoa@hging microscope was
limited because of the inefficient use of the power of ther(tred) light source.

A further step towards the optical data storage principle@know it nowadays was
taken by a research group at Stanford University that fatesethe recording of
video information on a record with the size of a standard@auding Play disc [11].
The group developed a disc-shaped carrier with data tr&ekarried the directly
modulated video signal. After a few years the research waaddned because of
the cross-talk problem between the information in neighingLtracks and because
of the bad signal to noise ratio of the detected signal. Thiefie a commercial
success as a consumer product dwindled away and the sptrs8iyi-company,
stopped funding.

In parallel to this early research on direct signal recagdseveral groups worked
on the principle of storing pictures on a disc, either diseot via holographic en-
coding. Of course, the latter method was believed to be mumie mobust because
of the far-field recording of the pictorial information. Hewer, one has to conclude
that the various prototypes of ‘pictorial’ video-playehat were developed at the
end of the sixties and the early 1970’s were not satisfadiegause of the inef-
ficient use of the available recording surface, the difficugtchanics in the case of
the ‘direct picture’ approach and the colour and specklélera for the holographic
devices.

2.1 The early optical video system

At the end of the 1960’s, various disciplines and techniquexe present at Philips
Research Laboratories in the Netherlands that enabledhatbreugh in the field of
optical data storage. Important factors enabling thiskiteaugh were

e availability of expertise in precision optics and contra@chanics,

e research on a consumer-type of HeNe-laser where the delpzablems of
alignment and stability of such a coherent source were ddilvesuch a way
that relatively cheap mass-production could be envisaged,

o work on efficient modulation techniques for video recordimgmagnetic tape,



e a strong belief in the market for educational applicatidea¢hing, instruction,
continuous learning).

In an early stage, some decisions [12] were taken (refleotiad-out, information
protection via the disc substrate) that have proven to beitaf importance for

the success of ‘robust’ optical data storage. In 1975, séwampanies (Philips,
Thomson [13], Music Corporation of America [14]), laterrjed by Pioneer, have
united to establish a standard for the video disc system MRleo Long Play) so

that worldwide disc exchange would be possible. The mosbitapt standardised
features were

e HeNe laser source,\=633 nm, numerical apertur&/(A) of the read-out objec-
tive equal to 0.40, track pitch of information spiral is @, disc diameter is
30cm, rotational velocity is 25 or 30 Hz depending on thevislen standard.

¢ frequency modulation of the analog video signal resultinggtical information
pits with a (small) pit length modulation; the average piidth typically is
0.6um with comparable ‘land’ regions in between.

e recording of two video frames per revolution (constant daiguelocity, CAV)
or recording with constant linear velocity (CLV). The firdtaice allowed for
the still-picture option without using a frame memory (net wvailable at that
time), the second choice yielded discs with the longestiptatrme (up to two
hours)

Further research on the video disc system (later called #seniDisc system) has
centred on an increase of the recording density, e.g. by

¢ halving the track pitch to 0.8m and keeping the cross-talk at an acceptable
level by introducing a two-level pit depth that alternatesi track to track [15]

¢ using (high-frequency) track undulation for storing extrfarmation, e.g. colour
and/or sound channels

Other research efforts have resulted in the introductiothefsemiconductor laser
(A=820nm) and the simplification of the optics, among othersniryypducing as-
pherical optics for the scanning objective [16].

Further potential changes in disc definition resulting fribvis research on higher
density have not led to an improved video disc standard; leitsemiconductor
laser source and the cheaper optics have been readily utieddht the beginning of
the 1980's.

In parallel to the video application, storage of purely tidata has been pursued
in the early stages of optical storage. Various systemguange-size optical discs
have been put on the professional market while the recowfidgta was made pos-
sible by the development of high-power semiconductor fdarthe first instance,
the data were irreversibly ‘burnt’ in the recording layeatér research has revealed
the existence of suitable phase-change materials [171i48show an optical con-
trast between the amorphous and crystalline phase andtpaypid thermally in-
duced switching between both phases. Other optical rezgprdaterials rely on the
laser-induced thermal switching of magnetic domains [[i¢; optical read-out of
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the domains with opposite vertical magnetisation is dorreguhe magneto-optical
Kerr effect.

2.2 The origin of the CD-system

The Laser Disc video system knew a limited success due testsicted playing
time and its lack of the recording option which made direanpetition with the
well-established video cassette recorder rather diffi@ther opportunities for the
optical storage technique were already examined for seyeaas and the replace-
ment of the audio Long Play disc by an optical medium was alstiresearched. An
enormous extra capacity becomes available when switchimgthe mechanical LP
needle to the micron-sized diffraction-limited opticalylsis’. The approximately
hundred times larger storage capacity on an equally sizeéchbdisc has been used
in two ways, first by reducing the size of the new medium anchsdly, by turning
towards digital encoding of the audio signal which, at tlvagt asked for a very
substantial increase in signal bandwidth. After a certaimber of iterations where
disc size, signal modulation method, digital error colictischeme and playing
time were optimised, the actual Compact Disc standard wableshed in 1980 by
the partners Philips and Sony. The disc diameter of 12 cm stabkshed to accom-
modate for the integral recording on a single disc of the &mtgersion of the ninth
symphony of Beethoven (74 minutes playing time, Bayreuthlli@cording by the
Berliner Philharmoniker, conductor Wilhelm Fuertwanyler

The worldwide market introduction of the CD-system tookcglat the end of 1982
and the beginning of 1983. Apart from the infrared semicamnaluaser source and
the corresponding miniaturisation of the optics, no refaltydamental changes with
respect to the preceding laser disc video system were pneggarding the optical
read-out principles. The CD system turned out to be simpidrraore robust than
its video signal predecessor. This was mainly due to theaaligiencoded signal
on the CD-disc that is much less sensitive to inter-tracksitalk than the former
analog video signal.

2.3 The road towards the DVD-system

For a long period, the application of the CD-system has bestnicted to the digital
audio domain. In an early stage, a read-only digital dataag®system with identi-
cal capacity (650 MByte) has been defined (CD-ROM) but the&ketgrenetration of
this system has been relatively late, some 8 to 10 yearsthfientroduction of the
audio CD. Once the personal computer application took loéf demand for record-
able and rewritable CD-systems (CD-R and CD-RW) immedjdtdlowed. At the
same time, the computer environment asked for an ever isiagdata capacity to
handle combination of pictorial and data content (e.g. famgs). Spurred by the
quickly developing market of video (using the lower quatiigital MPEG1 video
standard), a serious need was felt for an improved opti¢alstarage standard. The
DVD-standard has been defined as of 1994 by a consortium afrbanies and of-
fers a seven times higher capacity than the CD-format. Becafits multi-purpose
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application, the acronym DVD stands for Digital Versatils®©and both MPEG2
video information, super-audio signals and purely digitaia can be recorded on
this medium. Again, the optical principles used in the DWBtem have not funda-
mentally changed; a relatively new radial tracking methas wtroduced and the
backward compatibility with the existing CD-family askeat fvarious provisions.
In recent years, the DVD-medium has also developed into #dyfamth recordable
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Fig. 2. A sketch of the light paths for the CD, DVD and DVR system argt&bn microscope
photographs with identical magnification of the informatjaits of the three systems.

and rewritable versions. The main innovation in the DVR eysts the use of the
deep blue semiconductor laser; combined with a drastigadiyeased value of the
numerical aperture of the objective, a forty times highersity with respect to the
CD-system is achieved.

Even if the basics of optical disc systems have not changegharmous effortin re-
search and development has been needed to adapt the methia aial/ing units to
the drastically increased demands with respect to sparslity, scanning speed and
data rate. Another less visible development is the diditsaf the opto-mechanical
and electronic control systems in the player. Without trelg@rogrammable digi-
tised servo and control systems, the multi-purpose disgepleecorder that easily
accepts a broad range of media would be impossible.

In this chapter we will restrict ourselves to the purely ogkiaspects of an optical
disc player/recorder. More general overviews can be foaride various textbooks
mentioned in the introductory section.

3 Overview of the optical principles of the CD- and the
DVD-system

In this section we briefly recall the read-out method to esttitae stored information
from the optical disc. The information is optically codedénms of a relief pattern
on a read-only disc while recordable and rewritable discpleyrecording layers
that influence both the phase and the amplitude of the intiagn. The arrange-
ment of the information is along tracks that have to be foldywboth in the recorded
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and the ‘blank’ or pre-formatted situation. To this purpaséipolar signal is opti-
cally derived that can be connected to a servo mechanisneftke objective head
on track during reading or recording. Simultaneously, aoregignal is needed to
correct for any deviation of the information layer from thgtimum focus position.

3.1 Optical read-out of the high-frequency information signal

In Fig.(3), the typical data formats to be read in an optidst ghlayer are shown.
The typical track spacing on CD is Juén and the pit length varies between 0.9
and 3.3um with typical increments of 0.8m. The data disc in b) has a different

Fig. 3. Typical data formats present on optical storage media.

a) CD-information recorded as a relief pattern in the surfaica disc obtained via injection
molding b) ‘burned’ data on a digital data dis} amorphous islands (gray) arranged along
a pre-formatted track in a micro-crystalline ‘sea’ (phabenge recording)l) polarisation
microscope photograph of a magneto-optical layer with et CD-like information.

coding scheme that initially looked more appropriate fa ktole-burning process
by avoiding the length modulation. In Fig.(3.c) the CD-ROMrhat is present on a
phase change disc with the low-contrast regions of micystalline and amorphous
structure. The disc in d) is not compatible with the standardVD) reading prin-
ciple because of the polarisation-sensitive read-out.

The reading of the information is done with the aid of the siag microscope prin-
ciple that is sketched in Fig.(4). As it is well-known frorretliterature, the scanning
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microscope and the classical microscope are very closklieceregarding their res-
olution and optical bandwidth [19], [20]. In terms of maximuransmitted spatial
frequency, the classical microscope attains a val@d\ofi / A in the case of incoher-
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Fig. 4. The scanning optical microscoggOM (a) and the ‘classical’ imaging optical mi-
croscopel OM with a full field illumination ®). In the scanning microscope, the detector
has been schematically drawn and is optically charactetiseits angular extent (dashed
cone) with respect to the object. In the figure, the angulterdor ‘aperture’ of the detector
has been drawn equal to the numerical aperiNité of the objectiveOs, a situation that
corresponds to standard reflective read-out of an optisal di

ent illumination via the condensor system (the numericettape of the condensor
C then needs to be equal to or larger than the numerical apé¥tdrof the objec-
tive Oy). The scanning microscope achieves the same maximum fiegtransfer
when the detectab at least captures the same apertité as offered by the scan-
ning objectiveOs (see heavy dashed lines in Figa@.In the case of a reflective
scanning system, the equal aperturegfand D is obtained in a straightforward
manner because of the double roleg®f as scanning objective and collecting aper-
ture for the detector.

The optical transfer function of a scanning microscope leaslvisualised in Figs.(5)-
(6). The diffraction of a plane wave with propagation anglgy a (one-dimensional)
periodic structure (frequenay = 1/p) leads to a set of distinct plane waves with
propagation direction angles,, given by

sin o, = sina + maiv (1)

wherem is the order number of the diffracted plane wave.
In the case of an impinging focused wave (aperture anyjl¢he diffracted field
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Fig. 5. The diffraction of a plane wave and a focused wave by a oneainnal periodic
structure. The useful region in the far-field for signal détm is given by the regions of
overlap of zeroth and first orders.

is a superposition of diffracted spherical waves. The iaetdpherical wave can be
considered to be the superposition of a set of plane wavésamiangular distribu-
tion ranging form—w to +u. Note that in the case of a spherical wave, the diffracted
orders can not easily be separated in the far field at a laggendie from the peri-
odic structure. This is in particular the case for low spdtiequencies and this is
in line with the intuitive feeling that a finely focused waweriot capable of sharply
discriminating a large period. As soon as the period becarosgparable with the
lateral extent of a focused wave (typically of the orden\g2 NV A), the diffracted
spherical waves are fully separated. However, we do not tefdly separate the
diffracted spherical orders to draw conclusions about tesgnce and the position
of the periodic structure.

In the regions where e.g. the spherical waves with order mumb= 0 andm = 1
overlap, the two waves are brought to interference and thegdifference between
them will depend on the lateral position of the periodic stinwe with respect to the
focal point of the incident spherical wave (note that thegehaf a first diffracted or-
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Fig. 6. The normalised optical transfer function as a function &f ¢tbherence factoy, de-
termined by the numerical aperture ratio of detector andrsiog objective.

der shows a phase shiftthat equal@mv A if the periodic structure suffers a lateral
shift of A).

The strength of the interfering signal depends on the sizbeobverlapping region
and on the usefully captured signal by the detector. In tee oha centred detector,
the signal depends on its lateral extent and it is normalpressed in terms of the
angular beam extenf{A = sin u) of the incident focused beam.

In Fig.(6), the normalised frequency transfer function basn depicted as a func-
tion of the commonly called coherence factoe NAp/NA (N Ap is the numer-
ical aperture of the detector as defined by geometrical tiondior by a collecting
optical system in front of the detector, see [19]). The maximtetectable frequency
is 2N A/\. In this case{ > 1), the optical system is approaching the fully inco-
herent limit which means that from the complex amplitud@sraission function
of an object only the modulus part is detectable. At low valoky, leading to the
limit of ‘coherent’ read-out, the phase part of an objecgreif it is a weakly mod-
ulated function, can also be detected in principle. Noté ¢imaan optical disc the
relief pattern mainly affects the phase part of the opti$mission or reflection
function. Because of the strong height modulation with eespo wavelength, the
phase modulation can also be detected in the (almost) ineot®ode at=1. If the
phase modulation switches between 0 andhe phase modulation even becomes
a pure amplitude modulation with extreme valuestdf. The choice of the value
of v has been fixed at unity from the very beginning of opticalager. In contrast
with e.g. optical lithography where a certain minimum tf@nsalue is required
and where it can be useful to trade off the maximum transchitiequency against
a better modulation via a choiee < 1, the transfer of an optical disc system can
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Fig. 7. The pit structure on an optical disc and a schematic drawfitigecdetected signal that
shows a typical maximum slope defined by the spot jzZ& A. An oscilloscope image of a
large sequence of signal sections is shown below when thgessdriggered on an arbitrary
positive transient in the signal; this signal is commonlitezhthe digital ‘eye-pattern’ and
should preferably not contain transients that are closedaéntre of a digital eye (see the
drawn lozenge in the figure).

be improved electronically afterwards. This electroniaatsation has proved to be
powerful and thus permits to virtually use the entire optess-band up to the op-
tical cut-off frequency o2 N A/ ; in practice, frequencies turn out to be detectable
up to 90% or 95% of the cut-off frequency. The typical optitatjuencies in a CD-
system =785 nm,N A=0.45) are 55% of the cut-off frequency for the radial period
and approximately 50% for the highest frequency in the tiba®f the tracks (this

is the 3T-3T alternation, the shortest land and pit distarf®e9um) on a CD-disc
given the clock length of 0.8m). Of course, the binary relief pattern in the track of
a CD may contain higher frequencies than this highest furddah frequency. In
the DVD-system k=650 nm,N A=0.60) the optical pass band is used in a more ag-
gressive way and the typical frequencies are shifted to 7B¥#eccut-off frequency
2NA/ A

The typical signal that is obtained from the high-frequedetector in an optical
disc player is shown in Fig.(7). A well-opened digital ‘eygessential for a correct
read-out of the stored information.
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3.2 Optical error signals for focusing and radial tracking of the information

Focus error signal

Various methods have been proposed for deriving a focus sigoal that can
be fed to e.g. the coils of a miniature linear electromototlst an active posi-
tioning of the objective with respect to the spinning disadhieved. In Fig.(8) the
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Fig. 8. An optical light path using the astigmatic focusing methgdelzploiting the astig-
matism introduced by a plane parallel plate in the returrdogverging beam (left). The
calculated diffraction patterns corresponding to a foiced &nd to the best focus position are
depicted in the righthand part of the figure, together with skeparation lines of the focus
guadrant detector (horizontal and vertical in this picture

commonly used astigmatic method [21] is shown. The ligheotdd from the disc
passes through a relatively thick plane parallel plate gs@m splitter on the way
forth from the source to the disc). Depending on the convargangle of the re-
turning beam and on the thickness of the plate, a certain ahafastigmatism is

introduced that generates two focal lines along the opéiga with a ‘best’ focal

region in between them. Projected back onto the informatioface and taking into
account the axial magnification of the combination of codltor and objective, one
aims at a distance between the astigmatic lines of some 1®in1The best focus
position corresponds to a balanced intensity distributinrthe four detectors and
should be made to coincide with optimum high-frequency +eaidof the optical
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disc. In the right part of Fig.(8) a contour picture is shovirthe diffraction image
in the best focus position and in the case when one of therliagés is focused on
the detector.

Another candidate for the detection of a focus defect is thecBult knife-edge
test. Although its sensitivity can be higher than that of élségmatic method, the
position tolerances of the knife edge are somewhat criti&aircularly symmet-
ric version of the knife-edge method is the ‘ring-toric’ emethod [22]. Another
option is the 'spot-size’ detection method that measuresdhniation of beam cross-
section as a function of defocus. All these methods are dapédelivering a signal
with changing polarity as a function of the sign of the focu®e Another impor-
tant property of an error signal is the maximum distanceughowhich the signal is
well above the noise, the so-called effective acquisitenmge. For both methods, a
typical value of 30 to 5(um can be expected. More refined methods use the detected
high-frequency information to monitor the absolute fosesting and to correct for
any drift in the detector balance or the mechanical settirfigise light path.

Radial error signal

The methods indicated in Fig.(9) have been devised for ttextien of the radial
position of the reading or recording light spot with respecthe centre of a track.
The first method uses two auxiliary light spots generated leyams of a grating
(twin-spot method [23]). The light spots have a quarterkrsgacing off-set with
respect to the central light spot. The reflected light beillogitp each auxiliary spot
is collected in the focal region on separate detectors amdlifference in average
signal from each detector provides the desired bipolakingcsignal that is zero
on-track. An AC-variant of this method with the auxiliaryatp uses a small lateral
oscillation of the main spot itself. The detection of the ghéeither O otr) of the
oscillation in the detected AC-signal yields the requineatking error signal. The
oscillation can be imposed on the scanning spot in the dtiager but, preferably,
a so-called track wobble is given to the track with a knowngghso that no active
wobble is needed in the player. Of course, the track wobbbellshnot generate
spurious information in the high-frequency signal bandstayuld it spoil other in-
formation (track number, address information) that isedfan an 'undulation’ or
lateral displacement of the information track.

Both methods described above retrieve the tracking infaomdrom a refocused
light distribution on one or more detectors that are optyaadnjugate with the infor-
mation layers and for this reason they are called near-figeithads. A well-known
far-field method is the so-called Push-Pull method [21] thess a duo-detector in
subtractive mode for radial tracking (see Fig.(10)). Thehoé is based on the fact
that in the presence of a tracking error (the centre of tharsng spot hits e.g.
the edges of the information pits) the average propagatiectibn is slightly bent
away from the perpendicular direction. For relatively dmalues of the phase shift
of the light reflected by the pits, the difference signal &f thuo-detector shows a
change of sign when the scanning spot crosses the infonm@giok. If we define
the phase depthl¢ of the information pits as the phase shift suffered by thhktlig
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Fig. 9. The various options for deriving a bipolar optical tracksignal. The label 'near field’
here means that the detector arrangement is positioneé imtige plane of the information
layer. In the case of 'far field’ detection, the detector ifeetively located in the limiting
aperture of the objective (or in an image of this diaphragm).

on reflection from the information pits with respect to tighli reflected from non-
modulated land regions, we observe that the differenceakiginthe duo-detector
reduces to zero ifA¢ equalst. The obvious reason is that a phase shifirdfe-
tween pits and land regions has reduced the informatiostsireito effectively an
amplitude structure with no directional phase informatimailable. For this rea-
son, the Push-Pull method is critical with respect to thesphshift induced by the
information pits and it also behaves in a rather complicatagl once the optical
‘effects’ have a combined amplitude and phase charactes@bhange recording
material). A far-field method that, in a first instance, does suffer from the re-
strictions on the phase deptky is the differential phase (or time) detection where
the phase relations between signal components from a fdrefieadrant detector
at the instantaneous signal frequencgire used to derive a tracking signal [24]. A
tracking method based on this principle has been standalk s the DVD-system
and will be discussed in more detail in a following section.

The possible perturbations of the near-field or far-fieldhods is correlated with
the conjugate position of the respective detectors. In$iglower part, the near-
field methods should be sensitive to damage of the informadiger while the far-
field based methods should be more sensitive to damage ¢ctgogrof the upper
surface (non-info) of the disc. Because of the limited baidttwof the tracking er-
ror signals, their (average) information is collected framelatively large disc area
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Fig. 10.The phase change introduced by a pit edge to the focused Wwereghown in trans-
mission). The average propagation direction of the tratiethbeam is slightly tilted causing
unbalance between the detectérs and D-.

(a stripe on the info-layer, an elongated circle on the nda-$urface). Because of
the spatial averaging effect, no substantial differengereference is found for the
near- or far-field methods.

3.3 Examples of light paths

The various methods for deriving the high-frequency sigma the optical error
signals have to be incorporated in a light path that has vaieances both during
manufacturing and product life (optical damage, thermdlmechanical drifts). In
Fig.(11), lefthand side, a classical light path for CD iswhavith the light from the
laser diode source coupled in via a semi-transparent patarts the collimator-
objective combination. The reflected light is transmittetbugh the beam splitter
towards a double-wedge prism that separates the far fieldm@gorder to accom-
modate for the detection of a Push-Pull radial tracking @ighhe double wedge
also serves as ‘knife-edge’ for each beam half thus proguein complementary
knife-edge images for focus detection. This light path islentom simple, easily
available components. The tightest tolerance regardingéeature and mechanical
drift is found in the relative position of source and detegtih respect to the beam
splitter.

In the righthand figure, the beam splitting action is obtdinéth the aid of a holo-
graphic element. The relatively thick substrate carrieatigg on the lower surface
for generating the three spots needed for radial trackihg.upper surface contains
a more complicated structure, the holographic or diffiecglement. At the way
forth to the disc, the three beams generated by the gratininee as the zeroth
order of the holographic structure and they are capturedhdycollimator and ob-
jective. Consequently, three light spots are focused ordige On the way back,
the light diffracted by the hologram propagates towardsdistector region and a
far-field splitting is obtained by sending one half circletloé beam cross-section to
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disc
disc
objective objective

collimator
collimator

beam splitter

laser diode hologram

detector laser diode  § detector

HOE beamsplitter

3-spot grating

laser detector

3-spot grating |:|

1
> 2
: i
:
grating geometry detector geometry
FE=2-3 Single Foucault
RE=1-5 3-spot
HF=(2+3) +4

Fig. 11. An optical light path using separate optical componentaétieving the beam sep-
aration and the generation of the focus and radial erroatsdieft). In the righthand picture,
the splitting function and the generation of the error slgiis obtained by means of holo-
graphic or diffractive optical element. In the lower pictuthe various beams are shown that
propagate towards the detector after traversal of the hapdgc beam splitteHHOE.

the detectors 2 and 3 and the other half to detector 4. Thdi@yspots produced
by the grating are directed towards the detectors 1 and 5Scésferror signal is ob-
tained by taking the difference between detectors 2 and we Push-Pull radial
tracking error signal can be obtained by the signal comhing®2+3)-4. Moreover,
an extra twin-spot radial error signal is obtained from thtedtor difference signal
1-5 (the radial offset of each spot is one quarter of a pitthe high frequency
signal is derived from the sum of the detectors 2, 3 and 4. Tinactiveness of the
hologram solution is its mechanical and environmentaliktyabT he directions of
the diffracted orders are rather insensitive to hologrétrarid displacement and the
source and detector are mounted on one single substratevélength change will
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shift the diffracted spots along the dividing line betweetedtors 2 and 3 but does
not cause an offset.

4 Radial tracking for DVD

Some disadvantages of the radial tracking methods had keomnifest while us-
ing them for the CD-system. The twin-spot method requiresxdra grating with

a rather delicate angular orientation and, in the recordiingle, precious optical
power (some 20%) is spread out to the auxiliary twin spotg Fash-Pull method
is sensitive to the phase depfty of the information and does not work in the pres-
ence of pure amplitude information patterns. The spot aktveobble method, due

{Al cos{y, + ot — ¢ A+B)

cos(yr; — ¢
Q {constant)

L/

(A + D}
cos{yr, + wt)

@

(D}
cos{yrg + of + g

)
cosfw,, —ot —o,)

O

Fig. 12. Overlapping regions in the far-field quadramts B, C and D with typical modula-
tion terms in the DC-domain and in the high-frequency donfi@guencyw). In each of the
eight examples shown, the letters are printed (betweerkétg)cof the quadrants in the far
field where a certain harmonic modulation term of the sigeditected. The dependence on
the disc translation is given by the tetm and a radial displacement by the phase If no
translation ternwt is present, the signal only shows variations of averagerssty (denoted
by 'constant’) due to radial position. The tangential difet is chosen horizontally in the
figure.
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to its very nature, consumes precious space in the radiadtibn and is likely to
increase the cross-talk between tracks when compared tdtteemethods at equal
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density. For this reason, the Differential Phase Detedtiaf D) method [24], orig-
inally devised for the analog video disc system, has beeisites to adapt it to
the digital signals on the high-density DVD disc. It is nowrmoonly called the
Differential Time Detection D7 D) method

4.1 Adiffraction model for the DPD and DTD tracking signal

An easy picture for the understanding of the differentiadgs (or time) detection
method is obtained when the information in the tangentied¢ddion is replaced
by a single frequency, so that, together with the radialqaicity, a purely two-
dimensional grating is present on the disc. In Fig.(12) tréows quasi-DC and AC
signals are depicted that are present in the far-field on drgnadetector (quad-
rantsA, B, C' and D). Each modulation term depends on the diffraction directio

Single carrier model it

offset

Yoo — O
Yy + ot — @, Yy — ot — @, T
Wi + at iy — wt direction
Wig + ot + ¢, Wiy - ot + @,

YWop + B
pupil

Radial Error extraction

Multiplication methods;
anginal RE=fa—b+c—dlfa+b+c+dlge
Philips: RE=fa—dl-(b+clyge+lc—b]-la+dlgg
JVE: RE=a.-h-c.d
MEL: REzla—b+o-dl.la+d-bh—cl
Time difference methods:
oTone: RE=¢la+c,b+d)
07023 RE=¢[a,d]=¢le,b]
oro4: RE=¢ (a,dl+alc, bl
OTRds: RE=¢{a,b)+¢lc,d)

Fig. 13.Various methods for the extraction of a Differential Timdied error signal using the
signals present in the far-field quadrants.

Radially diffracted orders show a (varying) intensity lewean overlapping region
with the zeroth order that is proportionaldos (i1 + ¢,.). The reference phase
between the first and zeroth orders is determined by the tlisttsre; it varies from
7 /2 for very shallow structures ta if the phase depti\¢ of the optical effects
attains the value af. The quantityp, = 27r/q is proportional to the tracking error
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r (q is the track pitch). The sign af,. depending on the order numbed of the
diffracted order. In the same way, the overlapping regionthée tangential direc-
tion show an intensity variation accordingdas(v1¢ + wt), caused by the scanning
with uniform speed of the tangentially stored periodic @att Obliquely diffracted
orders show a mixed phase contribution and are carryingteedsting information
for deriving the tracking error.

Collecting the interference terms on the various quadyar@obtain

Sa(t, dr) = cos(wt + ¥) + acos(wt — ¢ + 1)
Sp(t, dr) = cos(wt — ) + acos(wt + ¢ — V)
Sc(t, dr) = cos(wt — V) + acos(wt — ¢ — 1)
Sp(t, ¢r) = cos(wt + ) + acos(wt + ¢ + ) | (2

where all possible reference phase angles between zemfhstrdiffracted orders,
for reasons of simplicity, have been replaced by a singls@laagle) and where
« is a factor less than unity that accounts for the relativetglé contribution of the
diagonal orders with respect to the tangential orders.

With this approximation, the various high-frequency sigraae now given by:

Sca(t,dr) < +{1 + acos ¢, } cosp cos(wt)
Sipp(t, dr) x +{1 4+ acos ¢, } sin ) sin(wt)
Srpp(t, ¢,) x +asin ¢, sin 1 cos(wt)

Sapp(t, ¢r) x —asin @, cos ) sin(wt) . 3)

The subscripts here denote the signals according to thetdetechemes Central
Aperture (CA=A + B + C + D), tangential Push-Pull (tPR= B — C + D), radial
Push-Pull (rPPA + B — C — D) and diagonal Push-Pull (dPR= B + C — D).
For the derivation of a tracking signal, a reference sigritti & well-defined time-
dependent phase is needed for comparison with a signal wih@se depends on
the tracking error. As a reference signal we can choose the@d\perture (CA)
signal or the tangential Push-Pull signal. If we take the $igxal and multiply it
with the dPP-signal after a phase shift of the latter av&we obtain after low-pass
filtering:

S1(¢r) o< —a cos® {sin ¢, + %a sin2¢,.} . (4)

The multiplication of the tangential PP-signal and the diza) PP signal directly
yields after low-pass filtering:

Sa(¢r) x —asin ) cos Y{sin ¢, + %a sin2¢,.} . (5)
Inspection of the signal$ (¢,.) and S2(¢,.) shows that they provide us with the

required bipolar signal of the tracking errgy. The factor in front, containing,
depends on the phase depil» and makes$s(¢,.) less apt for discs with relatively
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deep optical structures whikg (¢,.) performs optimum in that case.

Other possible combinations are obtained when combiniadibh-frequency ra-
dial Push-Pull signal with either the CA- or the tPP-sig@ie easily deduces that
the following signals result after multiplication, phasleifting and low-pass filter-
ing of, respectively, rPP and CA%¢(¢,) and rPP and tPP Radial{(¢,):

S3(¢r) ox asinp cos {sin ¢, + %a sin2¢, } . (6)

Sy(éy) o asin® Y {sin ¢, + %a sin2¢,} . @)

The ¢-dependence of especially,(¢,) makes it unsuitable for standard optical
discs but especially favourable for extra shallow discdtrees.

4.2 The influence of detector misalignment on the tracking ginal

The single-carrier model can be equally used for studyiegetifects of misalign-
ment of the quadrant detector with respect to the projecedidld pattern, the
so-called beam-landing effect. This effect is producednduquick access of a re-
mote information track. The sledge (coarse movement) amddhnning objective
(precise positioning) are actuated together and this mgifoduces a lateral dis-
placement of the objective with respect to the fixed collonaind detector that can
amount to some 10% of the beam foot-print on the detector. &mnaequence, the
whole diffraction pattern is shifted on the detector in thdial direction (see the
arrow ‘spot offset’ in Fig.(13)). Taking into account suclme&chanically induced
offset with a size ok (normalised with respect to the half-diameter of the beam
foot-print), we write the signals corresponding to the ifeeence terms in the over-
lapping regions of the far field as

Sa(t,dr) = (1 + €) cos(wt + 1) + acos(wt — ¢ + )
Sp(t,ér) = (1 +€) cos(wt — ¥) + acos(wt + ¢ — 1)
Sc(t, dr) = (1 — €) cos(wt — 1) + acos(wt — ¢ — 1Y)
Sp(t,dr) = (1 — €) cos(wt + ©) + acos(wt + ¢ + 1) . (8)

The beam-landing effect has only been applied to the puaglgential diffraction
orders; the diagonal orders are rather far away from thezbotal dividing line of
the quadrants.

Two of the four basic signals derived from the quadraht®, C and D depend on
the radial misalignment and they become:

Srpp(t, dr) o asin ¢, sin 1 cos(wt) — € cos cos(wt)
Sapp(t, ¢r) x —asin ¢, cosp sin(wt) — esiny sin(wt) . 9
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The four possible DPD-signals now become

S1(¢r) x —acos? P{sin ¢, + %o& sin 2¢,.} — esint cos (1 + a cos ¢,.)

So(¢y) o< —asina) cosp{sin ¢, + %asin 2¢,.} — esin® (1 + a cos ¢,.)

S3(¢r) o< asinp cosp{sin ¢, + %a sin 2¢,.} — e cos® (1 + a cos ¢,.)

Sy(éy) o< asin® p{sin ¢, + %a sin 2¢,.} — esiny cos (1 + acos ¢,.) . (10)
The signalsS; andS, show a beam landing sensitivity that is maximum for ife
pit depth ¢ = 37 /4); for deep pits (optical depth is/2) or for amplitude structures

(v = ) the beam landing sensitivity is zero.
An interesting combination of the signals andsS, is given by

. 1 .
S5(pr) = S1(dr) — Sa(¢y) x {sine, + §a sin2¢, } . (11)
The detection scheme can be written as follows:
Ss(¢r) = [B—CJ[A+ D]’ — [A—-D][B+C* | (12)

where the inde®0° implies that the 90 degrees phase shifted version of thekign
has to be taken. The sign8} is fully independent of pit depth and does not suffer
at all from beam landing off-set.

Another possible linear combination is given by

Se(pr) = S2(ér) — (14 5)S3(¢r)
o —(1 4 5/2) sin v cos Y{sin ¢, + %asin 20,
+¢/2 [sin? 1) — (1 + s) cos? Y]{1 + acosp,} . (13)
The beam landing influence on this signal is reduced to zetbdgondition
s=tanZep—1 . (14)
The detection scheme fék is
Se(¢,) = [OCD — AB] + (s/4)[(C + D)* — (A+ B)?] . (15)

In the particular case that = 37 /4, the signal is free from beam landing effects
when using its simplest forfC'D — ABJ; the corresponding tracking signal is
obtained after low-pass filtering of this high-frequenagsil product.

4.3 The DTD tracking signal for the DVD-system

Shifting from analog to digital signals with their assoetlock reference signal,
it is evident that the measured phase shifts will now be oemdy time differences
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between the clock signals associated with specific digitglads derived from the
quadrant detector.

The principle of differential time detection can be exp&drwith the aid of Fig.(14).
The focused light spot (centre il) is scanning an information pit slightly off-track
(distanceuy) in the direction of the arrow. The leading and the trailinige of the

LAND
(B.D) (AC)
A /
‘\3 4/
W
A
PIT J 0\
/' N

SCANNING SPOT

Fig. 14. A schematically drawn focused spot (gray area) is scanningpdical pit with a
tracking errory. The positionsl and3 mark the front and end of the pit as they are detected
by the detector paifB, D); the position® and4 correspond with the beginning and end of
the pit when detected by the diagonal detector pdirC').

pit induce diffraction of the light perpendicularly to thathhed lineg A, C') and
(B, D). When the centrd/ of the scanning spot is in the positidnthe detector
pair (B, D) perceives the leading edge of the pit and the intensity andétector
pair will go down. A short time later, the detector p&it, C') will measure the pas-
sage of the leading edge because the intensity goes dowa position2. Once the
scanning spot has advanced towards the pit end, the traitigg will be detected at
the positions3 and4 by a rise in intensity on respectively the detector paltsD)
and(4, C). By measuring the time difference between the informatigna on the
diagonal detector pairs, a bipolar function of the trackeéngprv, can be obtained.
Further away from the edges, in the longer pit sections amtifagions, the summed
intensities on the two quadrant pairs are virtually equdltuere is no contribution
to the DTD-signal.

The standard DTD-signal is derived by first summing the isitégas on a diagonal
pair of detector and then detecting the time shift by eledtrmmeans. It is also possi-
ble to compare the phase difference between individualqusiand we conclude
that the following set of detection schemes is possible:

® T(A+C) - T(B+D)
The time difference between the sum signal from quadrants” and the sum
signal from quadrant® + D is taken. This is the standard DTD-method based
on a diagonal difference signal and the denominatidn1sD2-signal.

o (8 -70)+ (7D - Ta)
This difference signal requires four independent higlofiency detectors; on
track, each difference sign@h — A) and(B — C) is identical zero. The com-
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Radial Error signal for DTD2

Ax =100 nm
Ax=0nm
Ax =— 100 hm

Fig. 15.The mutual shift in time of the diagonal quadrant signaisand D> as a function of
the tracking error and the resulting radial error signaiesaatically drawn in the upper part
of the figure as a function of the radial off-track positiortiwperiodicityq.

mon denomination iHT D4-signal

o (T -7a)+ (D - 7C)
This signal is comparable to the preceding one; the timewdifices3 — A and
D — C are not zero on track but depend, among others, on the opiicipth.

4.4 The DTD2 and the DTD4 signal in the presence of defocus

In the case of the standard analbg® D-signal, we have seen that the phase ref-
erence value) between the zeroth order and the first order diffracted lpjéyed

an important role via aos? v-dependence. It is a well-known fact that the effec-
tive phase difference between zeroth and first order lighffected by a defocus-
ing. Zernike’s discovery of phase contrast was triggeredhisyobservation that a
phase grating image showed beautiful contrast in a defdcsestting. This focus-
dependence af means that the the amplitude of the standadD-signal but also
the DT D2-signal will vary when defocus is presentf= 7, the signal amplitude
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is symmetric around focus and the maximum is found in thenaytn focus setting.

If ¢» < 7, the tracking signal will show a maximum value in a defocusiédhtion
and can even become zero in focus. SpebiRID-signals 65(¢,) andSe(¢-)) re-
mained unaffected by the value ¥fand they also show a behaviour that, in a first
instance, is independent of defocus. It turns out that fer@fi D4-signal, where
the time difference is evaluated independently for eachicpra detector, a compa-
rable robustness holds with respect to defocus. In Figii&PT D2 and DT D4
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tracking error (mu) tracking error (mu)

Fig. 16. The radial tracking signal®T D2 and DT D4 with different amounts of defocus.
The defocus parametér1V 20 is expressed in wavefront aberration at the pupil rim insunit
of the wavelength\ of the light. A value of 0.25 corresponds to a defocusihg; of one
focal depth (typically 0.8:m for a DVD-system). The tracking error signal has been numer-
ically computed using a long sequence of pits obeying thedstal EFM Eight to F'ourteen
Modulation) scheme [25]. The disk layout and the reading itmm$ are those encoun-
tered in the DVD-system but the depth of the information pis been reduced to 60 nm
(¢ = 3m/4) instead of the common 100 nm.

drawn line: Az;=-0.8um, triangles:Az,=0, crossesAz;=+0.8um.

signals have been depicted for a rather shallow disk pattémDVD-density. It
is clear from the figure that there is a pronounced asymmetyral focus for the
DT D2-signal while theDT D4-signal virtually remains unaffected by defocus; in
particular the slope at the central zero set-point of thessystem remains unal-
tered on defocusing.

We conclude by reminding that the introduction of the DTBeling method in the
CD-system was hampered by a signal instability that appleahen neighbouring
track portions showed comparable information with a fixedualposition over a
distance that was within the bandwidth of the radial senaieay. An example of
such a problematic situation was found in the fixed digitdtgra used to represent
absolute silence on a CD audio disc. In the DVD-system, tkésifpattern problem
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has been avoided by an appropriate extra coding step thptesges the prolonged
appearance of fixed patterns.

5 Compatibility issues for the DVD- and the CD-system

The compatibility issues between the two stand&rds and DV D are caused by
the change in substrate thickness, the change in wavelemgthto a lesser de-
gree, the change in numerical aperture. The combinatiomefler wavelength and
higherN A would lead to a density increase by a factor of 2.5. Furthirigalensity
has been obtained by the higher frequency choice in the Dydlem with respect to
the available optical pass-band; this has led to a totabfaitfive. The final factor
of 7.2 has been achieved by more efficient modulation schamsrror correction
techniques.

In Fig.(17) the specifications of both systems have beerlatdaliand we observe
that the substrate thickness has been halve®#01D. The reason for this reduction
in thickness was the specification on disc tilt during plagkbd& he highetV A and
shorter wavelength of the DVD-system causes a two timesta@mnatic aberration
of the read-out spot at equal tilt angle. The amount of conragdmearly dependent
on the substrate thickness, a reduction of thickness wasreslj The 60Qum com-
promise between tolerances and mechanical stability waeddy bonding two
substrates together, leading to a doubled capacity. Agieans from Fig.(18), the
doubled capacity can be further increased by introducitgpth substrates a buried
information layer that is approximately semi-transpar&he distance between the
buried layer and the fully reflecting information layer isfied in a margin of 40
to 70um to avoid a too large value of spherical aberration wheninggtthe layers
at anN A of 0.60 in red light 4=650 nm).

5.1 The substrate-induced spherical aberration

In a DVD player, the most critical task is the reading of thghhdensity DVD disc
with an V A value of 0.60 and with light of a wavelength of typically 65@nAl-
though a CD or CD-ROM disc could also be read with the same hagth, this
does not necessarily apply to a CD-R or a CD-RW disc. The cbogtical con-
trast between recorded optical effects and the land redgsamsly guaranteed at the
original CD-wavelength of 780 nm. The reading of a CD-typscdius first re-
quires an extra source and, secondly, a solution needs toupel for the reading
through a substrate that is 6@t thicker than prescribed in the specification for the
DVD-objective. The thicker substrate causes sphericaraten in the CD-reading
spot due to the fact that the marginal rays are more refrdbtedthe paraxial rays,
thus enlarging the focal distribution in the axial direatimwvay from the objective.
Simultaneously, a serious lateral smearing out of the ligtensity distribution is
observed and the correct reading of the CD-information éhitmited by this aber-
ration phenomenon. In Fig.(19), images of intensity disitions at various focus
settings are shown for a focused wave that suffers from gmieaberration. The
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CD and DVD Specification

cD DvD
Disc diameter 120 mm 120 mm
Disc thickness 1.2 mm 1.2 mm
Disc structure Single substrate Two bonded

0.6 mmsubstrates

Laser wavelength

780 nm [infrared)

650 and B35 nmired)

Murnerical aperture 045 060

Track pitch 1Epm 074 pm
Shortest pitdand length 0.83 prn 0.4 prn
Reterence speed 1.2mfsec CLY 40 mfsec CLY
Data layers 1 1or?

Data capacity

Approx. 630 megabytes

Sinale layer: 4 7 gigabyvtes

Dual laver; 8.5 gigabytes

Reference user data rate

Mode 1;
15856 kilobytesfsec
Mode 2:
176.4 kilobytesfsec

1108 kilobytesfsec
1.1 Mbvtesfsec

Video format
Video CD

DVD-video

Yideo data rate

1.44 megahitsfsec

11010 megabitsfsec.

[video,audial variable [video,audia,
subtitles)
Yideo compression MPEG1T MPEG2

Sound tracks

2 Channel-MPEG

MWandatory [MTSC):
2-channel linear FCM;
2-channel/5.1-channel
AL-3

(ptional; up to

% streams of data

available

Subtitles

Open caption only

Upto 22 languages

Fig. 17. Table with the most relevant specifications of th&®- and theDV D-system.

picture at the height of the chain-dotted line is found atadk&l position corre-
sponding to the paraxial focus; approximately two picturpsthe marginal focus
position is found where the aberrated marginal rays cut piiea axis. The amount
of wavefront spherical aberratidi¥s, written as a power series of the numerical
aperture (V A=sin o), and normalised with respect to the wavelength of the light

given by

Ws =

d n?—1Y\ . 4 N nt—1Y\ . ¢ N
4| —== s — s
) sz )o@ 16n5 ) o ¢
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space layer total dise: 1.2 mm
hack substrate

infolayer 1:
—=fully reflective  infolayer(
—=semi-reflective
— semi-transmissive

average front substrate

06 mm

light beam
focussed an layer light beam
focussed on layer 1

Toe7

Fig. 18. Cross-section of a double-sided DVD-disc with an extra seamsparent informa-
tion layer (dotted) on each side.

(%) singa—i—---} , (16)

wheren is the refractive index of the disc substrate material dride thickness
deviation.

If we use the numbera=650 nm,d=600um, n=1.586 (refractive index of poly-
carbonate) andin «=0.60, the numerical values of the three factors in the power
series ofsin v in EQ.(16) amount to, respectively, 5.68, 1.43 and 0.36 iitsusf
wavelengths. At a first sight, knowing that optical disc read has to be done in
diffraction-limited conditions, these values are far taoge. In Fig.(20) we have
depicted the behaviour of the central intensity along this ard in Fig.(21) we
present calculated intensity distributions at axial pos# between the paraxial and
the ‘best’ focus (halfway the paraxial and the marginal &c&rom Fig.(21), it is
obvious that the reading of a CD-disc is impossible clos@éédlbest’ focus setting
(e.g. using the light distribution from the second row, fgisture) . The reading spot
is very much degraded and almost all energy has drifted wsvstrong diffraction
rings; at read-out, the diffraction rings will yield an ucaptable intersymbol inter-
ference and the digital eye pattern fully disappears. Hewdte asymmetry with
respect to the ‘best’ focus position shows a peculiar effeetards the paraxial
region, the strong diffraction rings disappear and a céfdbe is observed super-
imposed on a reduced intensity background. The centralitolmeich broader than
in the best focus but could have an acceptable size for r@adlow-density CD-
disc when the background intensity is somehow made inafferig/ the read-out
method. The distribution that most resembles a standadingapot (appropriate
half width, low level of side lobes) is found around the thiraisition of Fig.(21).
The focus setting corresponds to an offset from the paréadals of some 6 to 8
focal depths (one focal depth 0.8 um) and yields an intensity distribution that
should be adequate for CD read-out. In Fig.(20), this irstiang axial position is
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Fig. 19. Intensity profiles at different positions along the optiaals for a pencil suffering

from spherical aberration (from: M. Cagnet, M. Francon dn€. Thrierr, Atlas of optical

phenomena, Springer-Verlag, Berlin, 1962). In the case®@¥B-player reading a CD-disc,
the extra substrate thickness introduces spherical almernaith a sign such that the lower
part of the figure is closest to the objective and the lighteisin the direction given by the
large arrow in the upper part of the figure.

approximately halfway up-hill the first maximum.
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Axial intensity focus Delta(d)=+600mu NA=0.60

0.10

0.08

normalized intensity

0.00 L 1 I
0 10 20 30 40 50
defocusing
Fig. 20. A plot of the axial intensity of a pencil suffering from sphel aberration due to a
substrate thickness increase of 0@ (NA=0.60, \=650nm). The paraxial focus is at z=0,
the best focus at z=24m and the marginal focus at z=4n.

Fig. 21.3D-plots of the intensity distribution (from left to righgping away from the paraxial
focus towards the best focus in axial steps pfi3(one focal depth equals 0.8in (NA=0.60,
A=650nm). The maximum intensity in the figures is about 0.1t wespect to 1.0 for the
diffraction-limited case. The length and width of the squplot area ard\/N A (4.33um).
The upper right figure represents the optimum focus settingeglading a CD-disc.

Given the low peak intensity, an important amount of loneigity aberrated stray
light can be expected around the central peak and this bagkdrshould be pre-
vented from reaching the detector. This can be done by intiod an aperture in
the light path towards the detector, or, alternatively, g a detector of finite size;
the strongly aberrated rays, after double passage thriveghismatched substrate,
will have a large transverse aberration in the image pladen@ss the quadrant de-
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tector. The effect on the calculated digital eye patterrhefeffective reduction of
the detector apertur®¥ Ap is illustrated in Fig.(22). These graphs show the result-

e a

"#0 0

i

A'\'

Fig. 22.A plot of the digital eye that is detected when focusing at sitgmn 6 um away from
the paraxial focus (lefthand figure: far-field detectionoeds 80% of full aperture; righthand
figure: 55% of the aperture is effectively used for detectMate the loss in signal strength
in the second picture.

ing digital eye pattern when the detection diameter in tihdiédd is reduced from
e.g. 80% to 55% at a focus setting with z=® from the paraxial focu®. In the
case of a digital disc system, the quality of the detectaraligs generally assessed
by means of the so-called root mean square digital jitteis Ghantity is obtained
by binarising the analog signal read from a disc and comgariwith the desired
binary wave form. The root mean square value of the shifth@fitansients in the
detected signal with respect to the corresponding posiiiothe originally recorded
signal is called the digital jitter of the signal. The didjijiter A, is expressed in
the time domain or in the spatial domain and counted in udithe@ clock length
T of the digital signal. In the righthand figure, the residitéj amounts to 6.7%;
this value is obtained in the case of a maximum decorreléttween neighbouring
tracks. When the information between the tracks is fullyelated, the jitter goes
down to 3% and in practice one finds values of 5.5 to 6% in optin@D read-out
conditions.

A further reduction in jitter is possible when the residysisrical aberration present
over the central area is corrected in the objective by taidpthe surface profile of
the first aspheric surface of the single element objectins. |l this case, a wave-
front correction is applied to the central 55% region while buter region is left
unaltered and this leads to a further reduction of the jiti¢he detected signal down
to 5% for a CD-disc.

5.2 The effective optical transfer function

The changes at read-out by a reduction of the far-field deteetea to e.g. 55 %
of the total beam diameter can be expressed in terms of a modifil F (modula-
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tion transfer function) of the optical read-out system. Auetion of the detection
aperture is equivalent to a more coherent or partially catedetection of the in-
formation on the disc and this increases the response atithspatial frequencies
although, simultaneously, the cut-off frequency of theiagis reduced. This latter
effect is not very important when reading a CD-discNati=0.60 and\=650 nm
because the cut-off frequency is far too high (1856~ ! instead of 1156nm !
for a standard CD-player).

In Fig.(23) we observe that at the optimum focus setting ésalting MTF (curves
with triangles) is not much different from the standard MTieeuntered in a classi-
cal CD-player with/V A=0.45 and\=785nm (the cut-off frequency would be found
at an axial value of 1.15).

In the figure we also show the slight improvement that is fidesvhen the residual

0.0}

| '
0.0 0.4 0.8 1.2 1.6 2.
Normalized spatial freauency

Fig. 23. MTF-curves of the read-out with reduc@dA value at the detection side. The hori-
zontal axis is expressed in unit8A /. In the figure the optimum MTF obtained by selecting
a relative aperture of 55% in the reflected beam (triangkef)rther improved by introduc-
ing a correction for the residual spherical aberration dlercentral section of the objective
(drawn line). For comparison, the optimum transfer functa full detection aperture has
been sketched (dashed line).

spherical aberration present over the central area of tHuirrg beam is corrected in
the objective (drawn line). Some 5 to 10% improvement in M/Biue is possible

at the mid CD-frequencies and this becomes visible alsoamebduction of the bot-

tom jitter. Moreover, the absence of residual sphericairatien over the effective

detection area leads to a better symmetry of the read-malsigound the optimum
focus setting.

5.3 The two-wavelength light path

As we remarked before, recordable or rewritable CD-disgsire a read-out at the
appropriate wavelength 0780-840 nm and the corresponding numerical aperture
amounts to 0.45 . The partially coherent read-ou¥ at,=55% that was possible at
the red wavelength with a slight objective modification a thost, does not yield
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a sufficiently large optical bandwidth 2780 nm. A solution is found by a further
tailoring of a ring section of the surface profile of the firspheric surface of the ob-
jective, thereby reducing the spherical aberration at Gld+eut. The objective then
can be considered to consist of three regions. The centrakighregion contributes

laser  3-spot Pl
diode grating

‘F&Ii
N

A2 servo-lens g detector

Fig. 24. The layout of an optical light path for DVD and CD with the pibiity to inject
an extra read/write beam of different colour via a secondrbsglitter (not shown in the
figure), either before the beam splitter of in the parall@rhesection after the collimator. The
polarisation-sensitive light path with quarter-wave glahd polarising beam splittePB.S)

is used to maximise writing power.

to both DVD and CD read-out. A relatively narrow annular mgcorrects the CD
read-out but is effectively lost for the DVD read-out. Thaeyuegion is only useful
for the DVD read-out; this part of the read-out bundle becomeavily aberrated at
CD read-out and is then lost for detection [26]. The ratherlight efficiency at CD
read-out that was observed in Fig.(22) does not occur oneea@nd independent
source is used for CD read-out. The far-field of the secondcsotan be adjusted
to the maximum apertur® (45 < NA < 0.50) needed for CD read-out.

Other compatibility solutions have been proposed based diffractive structure
applied to the first aspheric surface of the objective andolgpof correcting the
spherical aberration in the first diffraction order [27]. M@dvanced solutions have
recently been described in [28].

6 Efficient calculation scheme for the detector signal

In this section we will treat the problem of the efficient adétion of the detector
signal in an optical disc player. The reliable and numelycafficient modelling of
detected signals is a very welcome addition to the expetahgarification of new
ideas. With a reliable modelling tool, one obtains a quictineste of tolerances
and robustness of new options for recording schemes anebrigadethods. In this
section we present a numerical procedure that carries ttigematical analysis of
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the read-out process as far as possible and thus gainsyséiie as compared to
the purely numerical approach. Especially in the case ateptith general pupil
shape and aberrations, the analytical approach can brilnggortant reduction in
calculation time.

6.1 Optical configuration and the FFT-approach

The light path of an optical disc player is well representgd Bcanning microscope
of Type | according to the terminology given in [20]. In théhematic drawing of a
light path according to Fig.(25), the detector could alspbstioned at the location
of the aperture of" and in many modelling approaches, this is effectively dane t
minimize the numerical burden. But the way in which the higdguency and the

0 N o

l y (x,y)

v
&) (u,v) Xx,Y)

Fig. 25. Schematic drawing illustrating the progation of the liglirh the sourceS via the
objectiveO towards the disc surface in the focal plafief O. The disc presents a (spatially
modulated) reflection functioR(u, v). After reflection the diffracted light is captured by the
same objective (here denoted @;/) and an image of the disc is produced at the location of
the detector plan®. The pupil coordinate€X,Y) and(X/, Y/) are commonly normalized
with respect to the half-diameter of the objective apertlitee disc coordinategu, v) and

the detector coordinatds;, y) are normalized with respect to the diffraction umitgv A in
both planes.

optical error signals are derived is more complicated aediffraction step from
the aperture oD’ to the composite detectors in plafkis essential if a detailed
knowledge of the intensity distribution on the detectoraégded. As an example
we take the hologram beamsplitter of Fig.(11) where eacimb@apagating to the
detector plane effectively originates from one half of tolacting aperture af)’.
Another example is the light path introducing astigmatisnfig.(8). The intensity
distribution on the detector in best focus is some 20 timegelan linear measure as
compared to the standard diffraction image. It is importarknow the distribution
of the high-frequency signal in the various quadrants ifnlibé in-focus situation
and the defocused case.

The standard way to calculate a detector signal is the regagiplication of a prop-
agation step from an object or image plane to an aperture iaad/grsa, in optical
terms by propagating from the near field to the far field anckb&be degree of
sophistication with which the propagation is carried outds crucial in the sense
that each propagation step can be reduced to a FourierdramsEspecially when
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a scalar diffraction approach is sufficient, a single Faurignsform operation per
step is adequate. For an efficient numerical implementati@nFourier integral is
replaced by a Fast Fourier Transform (FFT) that is fasten véispect to execution
time.

The assessment of the digital signal is carried out by mebihealigital jitter A,.
As a rule of thumb, one can say that thes jitter preferably should not exceed
10% of the clock length. At a value of 15%, prolonged overdasggnal portions,
the digital signal fully breaks down and cannot be recormstédiwithout errors. The
fact that some statistics are needed to calculate a rejittelevalue means that an
extended track portion with a digitally modulated signas @ be scanned. For a
reliable reconstruction of the optical signal, the samplas where the detector
signal is calculated should be rather densely spaced, élyavspatial increment
of 0.05 to 0.1 of the diffraction unik/N A. For each sample point at the disc, the
two FFT-steps from the disc to the apertd@reand to the detector plan@ have to
be executed, provided that the incident amplitude distidiouat the focal poinf’ is
stored in memory. Several thousands of FFT-steps can bedédedobtaining one
single value ofA,.

6.2 The analytic approach

The analysis given in this subsection uses the materiaépted in references [29]
and [2]. In order to accommodate for more general signaleecgs without loosing
the advantage of dealing with periodic structures, we defiaeger unit cell (length
p) that contains several optical effects in the tangentieddadion and, if needed,
several neighbouring tracks in the radial direction wittoefal radial period of;
(see Fig.(26)).

In the presence of the double periodic disc structure, thepbex amplitude in the
entrance aperture of the collecting objective (see Fig.(25)) is given by the sum
of a certain number of diffracted waves according to

i)~ Sl (3)00 (3))

m,n

Jx -2y -2y (17)
p q

wherem is the tangential order number and the quaniityquals the radial order
number(n — ms/p) of a disc with a track-to-track shit of the information. The
argument of the exponential function is proportional to thetual displacement
(u,v) of the scanning spot and the disc structure in, respectitfeytangential and
radial direction. The factos,, » is equal to the complex amplitude of the diffracted
wave with the corresponding order number, 7). The complex functiorf (X', V")
stands for the lens function and carries the informatioruabiee lens transmission
function (e.g. pupil shape, gaussian filling factor of theoming beam) and the lens
aberration.
Figure (27) shows the zeroth diffracted order and a genéfedcted order (dotted
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Fig. 26. The disc structure possesses a double periodicity. Theafoadtal frequency in the
radial direction is given byt /¢ with ¢ in principle being equal to the pitch of the informa-
tion track. The periodicity in the tangential direction isgnthetic’ one. Within one period
of lengthp several optical effects are present that obey the modulatite of the optical
structure with respect to the lengths of the optical effectd the land sections in between.
The tangential information is repeated in the neighboutiagks but a shift (distance has
been provided to avoid directly correlated cross-talk. Emgential repetition with period
leads to a typical sampled power spectrfif) of the digital information on the disc (lower
graph); the distance between the frequency sample poiotg) dhe normalised frequency
axis is given byAf = A/p(N A).

circles) as they are located in the pupil of the collectingeotive O'. The coordi-
nates(X/, Y/) in the exit pupil are linearly related to the sines of the asgh the
far-field of the disc structure if the collecting objectige satisfies the sine condi-
tion of geometrical optics [30].

The imaging step from the exit pupil 6f' to the detector plane is another Fourier
transform from the coordinatgst’, Y') to the detector plane coordinates y).
The lens function of’ is denoted byy(X ", Y"); in the special case of a reflective
system, we puy(X',Y') = f(—X,—Y). The complex amplitudel” (X", Y") in
the exit pupil of the collecting objective becomes the paiadii A (X', Y") and the
lens functiong(X', Y’). If the disc is uniformly rotated, resulting in a local limea
speed ok, the periodl /p is transformed into a temporal frequenty= sy /p. We



36

Fig. 27. Position of the diffracted orders of the disc structure witluble periodicity in the

exit pupil of the collecting objectivé), with half diameter-,,. The zeroth order with com-
plex amplitudepo,o has been shown and a general diffraction ofeers). The hatched area
indicates which part of the ordém, 7) is transmitted to the detector plane.

finally find for the complex amplitude in the detector plane

B(z,y;t) = //O,AN (X', Y") exp {2mi (X 'z +Y'y)  dX'dY’
= me,ﬁ exp {2m’ {m (ftt — ﬁ) 4 @]}
, pq q

ARVZ] ;o m /_n_%
g(XLYNf | X Y
o p q

exp {2mi (X'z + Y'y)}dX'dY", (18)

where the integral is formally carried out over the full acéghe exit pupil ofO".

In Eq.(18) we separate the integral over the exit pupil @eathat only depends
on the imaging properties of the lenses, from the part that@ning-dependent
and carries information about the structure of the disc h&factorsp,, ». The
expression foB(z, y; t) now reads

Bla,yit) =
S ewp {ami | (m (5= ) + 57 [ st (19)

where the facto¥F,,,  (z, y) equals the integral ovex’ andY” in Eq.(18).
The detected quantity is the intensity, obtained by mujiig B(z, y;t) with its
complex conjugate and this yields

I(z,y;t) = |B(z,y; )] =
Z Z P 0 e Fnon(Ty) Fomr o (7, 9)

m,nm’,n’
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exp {2m' {(m —m) <ftt - %) + W] } : (20)

In an optical disc system we use special detector geometrigsa quadrant de-
tector. The detector signal is obtained by integrating therisity over the detector
area, taking into account a locally varying detection gesitsi function S(z, y) and
this yields ak*" detector signal according to

So) =D pmi P i

exp {27Ti {(m —m) <ftt - ]%) + 7(71 —qn )v] }
//D S(x,y) Fon(z,y) F*py p(z,y)dedy (21)

where D, denotes the area of tHé” detector. In the expression for the detector
signal we have separated the quantities related to thetdisxdigre from the integral
that only contains information on the imaging process bydhpective and col-
lecting lens. This means that one single effort in evalggtive integral in Eq.(21)
can serve for the many times repeated calculation of deteigfoals corresponding
to different structures on the disc that fit into the basidqakof lengthp. In this
way we can gather statistical data on the digital jitter with a seriously reduced
numerical effort; in practice, a factor of the order of huediis observed.

6.3 The harmonic components of the detector signal

With the double periodicity present on the disc, the detesignal can be written
as a double Fourier series where the uniform scanning speeansforms the peri-
odic components in the tangential direction into time harim@omponents with a
fundamental frequenc; = sq/p.

Using Eq.(21), we formally obtain the temporal harmonic pomentsA4,, , and
B,, i, from detectorD;, according to

AO,;@(U) = Pl,k(07 0) (22)
+2 3 e {Pl,k(O, K) COS <27rgv) + P2 (0, k) sin <27rgv) }

Aupv) = 2 {Pl,k(u, 0) cos (%ffu) + Py(p,0) sin (%ffu) }
pq bq
Iy { {{Pl,k(u, 5) + Qu (11 )} cos (2w§§u)
H{ P21 (1, k) + Q2.1 (14, k) } sin (271'22#)} cos (27721})

+ {{PQ,,C(M, k) — Qo.i (1, k) } cos <2w£§ u)
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—{P1x(p, k) — Q1 1(1, k)} sin (271-22#)} sin (271-2”) }
Byr(v) = 2 {—PQ,k(M, 0) cos (%ESM) + Py (2, 0) sin (%IEDSM)}

+2 Y e { {{—Pz,k(/h k) — Q2,1 (1, k) } cos (27%%”)
H{Prr(p, ) + Qur(p, )} sin (271-;?2#): cos (27751;)

q
+ {{Pl,k(u, k) — Qui(u, k)} cos <2w§§u)

+{ P (11, k) — Q2. (1, k) } sin (2w§$u>_ sin (27Tgv> } ,

where the harmonic coefficientsand B, that depend on the off-track distancef
the scanning spot, generate the detector signal with thefdiite expression

Hmax

Sp (t,0) = Ao (v Z{AM cos (ufit) + Bu(v) sin (ufit)} , (23)

wherenq. [+ is the maximum frequency transmitted by the optical readsys-
tem.

The calculation of the detector sign&p, (¢, v) requires the evaluation of the coef-
ficients P; 1 (i, k) and@; (11, 5), 7 = 1,2, that can be written as

Plk ,LL, - {Zzpquanrnp ng (N+ma’%+ﬁ;maﬁ)}
PQk ,LL, —Im{zzp#erliJrnp ng (M+ma’%+ﬁamaﬁ)}
Q1 (p, K { mem,ﬁp*m,HﬁZk(M-i-m,ﬁ;m,f%—i—ﬁ)}

Qo x(p, k) = Im Z Putmif m arn 2k (p +m, sm, & + n)} (24)
The factorZ,(m,n; m’, 7’) is the integral that was presentin Eq.(21) and is written
Zi(m,n;m',n') = / R S(x,y) Finn(z,y) F o a (2, y)dedy . (25)

k
The efficient calculation of th&,-functions is the subject of the remainder of this
chapter. Especially the numerical evaluation of the basnction F,,, ,,(x,y) can

be time consuming and we will show how a further analysis & thnction can
improve the efficiency of the final evaluation.
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6.4 The representation of the functionF,, . (z, y)

The functionF,, »(z,y) is the Fourier Transform of the product of the displaced
objective lens functiorf (X' — m/p,Y’ — n/q) and the collecting lens function
g(X’,Y') where the integration area is defined by the half diameterof the
collecting objective £,/ is commonly normalised to unity). The standard way to
calculate the Fourier transform is using a numerical twoatisional fast Fourier
Transform (FFT). In this paragraph we will show that the userthogonal func-
tions in the diffracting exit pupil and in the image plane whéhe detectors are
situated can lead to an explicit expression for the detéctensity. This expression
is then readily integrated over the detector area defineld;by

The function to be Fourier transformed generally is a comlaction that is
nonzero on a typical domain within the exit pupil 6f like the hatched area in
Fig.(27). Orthogonal functions with uniform weighting ometcircular exit pupil
area ofO (pupil radius normalised to unity) are the well-known Zé&mpolyno-
mials [31]. These polynomials are normally used to repregenargument of the
complex pupil function, in particular the aberration or theus defect of an imaging
optical system. Here we propose to extend the use of thel&spoilynomials and to
represent the complete complex functid(y, 6) exp[i®(p, #)] in the exit pupil by

a set of Zernike polynomials yielding complex expansiorfiicientsay; according

to

A(p, 0) expli®(p,0)] = > an Riy(p) cosif , (26)
k,l

where(p, 0) are the polar coordinates in the exit pupllip, #) the amplitude and
@(p,0) the phase of the pupil functiof! (p) is the radial part of the Zernike poly-
nomial with radial degre& and azimuthal degrele(k > | > 0, k — [ even). We
have limited ourselves to the cosine-polynomials, thutriotimg the functions to
those that are symmetric with respecbte- 0. The expansion of a general function
would require an extra set of coefficiemig associated with the sine-polynomials.
The expansion in Eq.(26) ofl exp(i®) can be obtained, for instance, by a least
squares fit with a finite series of polynomials, a procedurelwts common prac-
tice for expandingp itself. It can be shown that, with the transition from cades
coordinategz, y) to normalised polar coordinatés ¢), the complex amplitud&

in the detector plane is given by

U(r,¢) =2 ap i' Vigcosle (27)
k,l
where
1
Vit = / pexp(if.p*) Ri(p)Ji(2mpr)dp (28)
0

for integersk,! > 0 with K — [ > 0 and even {; denotes the Bessel function of
the first kind of ordet). A quadratic phase factexp(i f.p?) has been added that is
needed in the case of a defocusing of the image plane witlecespthe optimum
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(paraxial) focus.
The Bessel series representatiol/gfis given in [32] [33] and reads

Pz

. Jits
v@l::exymzf;)jzj (—2if.)" 12{: Vg Jivor2; () (29)

sts
s=1
with v,; given by
Ve = (—1)P* (L + 5+ 29)

(TCE)/) e

fors=1,2,...; j=0,...,p.. In Eq.(29) we have set

k—1 k+1
, Pz = T , 4> = T .
For the numbesS of terms to be included in the infinite series ovewe have the
following rule. It can be shown that, whef¥25, the absolute truncation error is of

the order D=6 for all f.,¢, k, | specified by

In the absence of defocusing.(= 0), the expansion of the complex pupil function
in terms of Zernike polynomials leads to the relationship

U(r,¢) = 22%1 it (—1)% %ﬁmﬂ) coslg . (33)

t =2nr (31)

This analytic result for the in-focus amplitude can be aidiusing formula (39),
p. 772 in [31]

k—1 Jk+1 (271'7’)

1
/ PRI, (p)Ji(2mpr)dp = (—1)= “oxr (34)
0 m

but it also follows as the limiting case fgt — 0 of Eqs.(28)-(29).

6.5 Orthogonality in pupil and image plane

Having seen the one-to-one relationship between the oottel@ ernike polynomi-
als in the pupil and the corresponding Bessel functionsefitkt kind in the image
plane (in-focus situation), we are left with the evaluatdthe inner products of the
Bessel functions to check their orthogonality and esthladisormalisation factor.
We define the inner product of two functions from the serieSdn(33) as

27 o'}
Loy v = O/ / U Uy rdrde

Jit1(2mr) 0 (2 /
— 4C K / / k1 (217) Ty 4, (277) coslpcosl ¢ rdrde

47r2r2

_ Q Z'kJrk / Je1(277) Sy 4 (27r)
0

™ r

dr §(1,1) , (35)
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with §(,1") the Kronecker symbok 2 if | = I'=0,= 1if | = ' #0 and equal$®

if 1 £ 1'). The common conditions for the indices of Zernike polynaisiapply too
(bothk — l andk’ — I" are even).

For the calculation of the definite integral ovemwe use the special result for the
integral of the product of two Bessel functions in paragrapi.6 of [34]

/ t Jugang1 () Jyromi (£)dt =0 (m # n)
0

1

= nrern MM (36)

with the restrictionv +n +m > —1.
Applied to Eq.(35) withv 4+ 2n = k, v + 2m = k andt = 2zrr, we find the result

Lowr =€ (k=k =1=1 =0)

_1)k 4 !
= 264D (k=Fk #0;1=1#0) (37)

For normalisation purposes, we multiply the basic fundtieith /7 so that the
value oflyg.,09 €quals unity.

The evaluation of the function Zy (m, fi; m’, 7')

The quantityZ,(m, 7; m’, 7’) was the key quantity to be calculated for the evalu-
ation of the harmonic signal components (see Eq.(25)).
Using the orthogonal expansion for the functidns . (z, v) in the exit pupil of the

objectiveO" according to Eq.(33) we obtain

/ /7 7/
Zij(m,ny;m/,n') = ZZakla;jl/ it (—I)M

kl kl/l/

/ / S, (r, 6) Tt Q) Ty 1 ) s cost' 6 rdrdd | (38)
D;

4m2p2

where the asterisk denotes the complex conjugate functidritee detector sensi-
tivity function S,. has been written in polar coordinates.

In the general situation with an arbitrary detector sevigjtfunction, the integrals
above have to be evaluated numerically. In the whole amaprdcess described
until now, the calculation of the coefficients,; of the Zernike expansion of the
complex function in the exit pupil ad’ is the crucial step with respect to speed and
convergence and this aspect is actively researched at thisem.

7 Conclusion

In this chapter, we have described some important aspet¢teafptical disc sys-
tems that are actually widely used, the CD- and the DVD-sgysfehe subject of
optical storage being vast, we have treated some resttigpécs that are of interest
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for the understanding of the CD- and DVD-system themselwesthe exchange
of media between these two standardized platforms of dp&carding. A detailed
analysis has been given of the signal detection in an opdisal system. This is
of particular interest when simulations are used as a pireéitool, in parallel to
experimental research. The efficiency of the calculatisrgréatly enhanced when
the data belonging to the information structure on the discsaparated from the
imaging process in the optical recording unit; a procedaigchieve this separation
has been described in this chapter and an important reduictioalculation time
is obtained. We have also indicated that, by using Zernikgnomials to represent
complex amplitude functions, the analytic calculationqa®s can be pursued fur-
ther and the speed in evaluating the detector signal is aggiroved.

Because of space limitations, we have not discussed reeeataggpments in optical
storage like the blue laser DVR-system and still other ne$eactivities like near-
field optical recording that aim at super high-density dis&#h respect to these
new developments, the analyses given in this chapter hdwe aolapted to the vec-
torial diffraction aspects of high-aperture image forroati
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